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Chapter 1

Introduction

Contents
1.1 Context and motivations . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.1 Context and motivations

Over the past decade, digital technologies have undergone an unusual growth leading to the
emergence of what is called a smart environment. The latter is an ecosystem where users con-
stantly interact with smart objects (sensors, smartphones, appliances, etc.) to improve their ev-
eryday life. The intelligence of a smart environment lies in its ability to perceive and use knowl-
edge about an environment as well as adapting to its users to improve their experience in a non-
intrusive way. This type of smartness requires the cooperation of several smart devices offering
different services to satisfy the increasing user’s requirements [Marquardt and Uhrmacher, 2008,
Nazerfard and Cook, 2012, Guelzim et al., 2016]. Services are software entities that provide
one or more functionalities defined by an interface that includes functional and non-functional
properties of the service and allows users to identify the services that best matches their require-
ments. The services providing basic functionalities and whose implementation is autonomous
and does not require the invocation of any other service are atomic services and the services
whose execution requires the invocation of other services are composite services. Since the user’s
requirements often exceed a single service, the need for a composition is in high demand; the
composition process consists of building new services by combining existing services (atomic or
composite) to meet the user’s demand [Zeng et al., 2003].

Carrying out a manual composition in a large services space is a complex process. Ac-
cordingly, the automatic composition is required to allow an automatic services composition
for given requests. In addition, with the rapid growth in the number of services that are
characterized by the same functionalities, Quality of Service (QoS) has become an important
factor in distinguishing between functionally equivalent services. However, the challenge of
selecting the best set of services to compose taking into account the global QoS constraints

9



Chapter 1. Introduction 10

imposed by the user has become an NP-hard problem [Mabrouk et al., 2009] for which various
approaches have been proposed in the literature. These algorithms can be classified into: (i)
QoS-aware services composition approaches and (ii) hybrid services composition approaches
[Bekkouche, 2018]. The QoS-aware services composition approaches are able to find optimal
or quasi-optimal compositions considering the user’s constraints in terms of QoS. This cate-
gory of approaches assumes that the workflow between abstract services already exists, where
each abstract service groups all concrete services that are functionally equivalent but different
in their QoS attributes’ values. In the hybrid services composition approaches, in addition
to dealing with QoS constraints, they also build the workflow between the abstract services.
Furthermore, the hybrid services composition approaches studied can also be grouped into two
categories that are graph-based approaches and Artificial Intelligence (AI) approaches.

In this thesis, we address the problem of QoS-aware services composition in smart environ-
ments where we propose a services composition approach that falls under the category of the AI
approaches; an approach that is not only Qos-aware like all the studied approaches but, unlike
some of these approaches scalable and requires reasonable time when finding an optimal or
quasi-optimal composition in terms of non-functional requirements, while the functional user’s
requirements are satisfied.

1.2 Contribution

In this thesis, the Services Composition algorithm based on Neural Network (SC2N) is pro-
posed to find composite services that optimize the value of the overall QoS while satisfying
the constraints specified by the user within a reasonable time. The Neural Network Algorithm
(NNA) [Sadollah et al., 2018] is able to find quality solutions when encountering an NP-hard
optimization problem, has a mature convergence and does not require efforts for fine tuning
the initial parameters thus preventing performance issues. Indeed, the fewer parameters to
initialize, the more control over the results. Like other meta-heuristics, the SC2N algorithm
starts with a randomly generated initial population of compositions and the goal is to move the
compositions to the best composition by modifying the value of the weights and the indexes of
the candidate services.

1.3 Outline

This thesis is structured as follow:

Chapter 1 is intended to help the understanding of the context, problematic and motiva-
tions of the thesis followed by the outline of this thesis.

Chapter 2 gives a state of the art regarding automatic services composition approaches
which are classified into two main categories according to the existence of the composition
workflow. Then, a comparison of the presented approaches will be given.
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Chapter 3 presents the SC2N algorithm that is proposed to solve the problem of QoS-aware
automatic services composition.

Chapter 4 is devoted to the evaluation of the SC2N algorithm through several simulation
scenarios and to its comparison with an other approach proposed in the literature.

Finally, we conclude this thesis with a conclusion and perspectives.



Chapter 2

State of the art

Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.1 QoS-aware services composition approaches . . . . . . . . . . . . . . . 13

2.2.2 Hybrid services composition approaches . . . . . . . . . . . . . . . . . 17

2.3 Comparative analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3.1 Comparison criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3.2 Comparison table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.1 Introduction

This chapter is organized as follows. First, an overview of automated services composition ap-
proaches will be presented. Then, the evaluation criteria used in the comparison are identified.
Finally, a comparison of the presented approaches will be undertaken according to how they
meet the evaluation criteria.

2.2 State of the art

A multitude of approaches have been proposed in the literature to solve the problem of QoS-
aware services composition. The studied approaches were grouped into two distinct cate-
gories: QoS-aware services composition approaches and hybrid services composition approaches
[Bekkouche, 2018].

QoS-aware services composition approaches: These approaches take into account not
only the functional characteristics of the services, but also the non-functional ones. The QoS

12
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aspect in services composition is a major factor in the discovery and selection of services since
QoS-aware approaches do not only answer to the requests of the user but also guarantee the
best possible quality [Baryannis and Plexousakis, 2010].

Hybrid services composition approaches: Unlike the QoS-aware services composition
approaches that assume the prior existence of the workflow between abstract services, the
hybrid approaches deal with both the QoS aspect and the generation of the services composition
workflow.

2.2.1 QoS-aware services composition approaches

An extended gale shapley approach

In [Li et al., 2018b], an approach based on the extended algorithm of Gale Shapley (GS) is
proposed to solve the services composition problem. This approach has three stages:

1) Initialization: Every sub-task can be completed by a set of candidate services. Li et al.
assumed that the first set of candidate services represents a provider set of services, the last
set serves as a users’ set. Then, the other sets of candidate services are both providers and users.

2) Preference Ordering: It should be noted that the QoS attributes taken into account in
this approach are: time (T ), cost (C), reliability (R), cooperation intensity (Co) that repre-
sents the cooperation time between two enterprises, energy consumption (E), and that the QoS
attributes are divided into two parts: (i) Independent indices that include {T,C,R,E} and (ii)
a non-independent index Co. In this phase, the preference ordering of each service towards
other services belonging to the adjacent set is based on the performance of the independent
indices and the non-independent index. Then, relying on the preference list, the GS algorithm
is employed between each pair of adjacent candidate sets.

3) Establishment of services composition and optimal selection schemes: Through the above
processes of service matching among several different bilateral models, the combination of the
services from the first set to the last set is established. Hence, multiple services composition
schemes with different QoS values can be obtained. At the end, the best or several better
composition schemes are chosen as the services composition solutions. The existence of mul-
tiple schemes provide alternatives which can increase robustness and can also be scheduled to
different tasks with the same requirements.

Discussion: Athough the performances of the extended (GS) algorithm-based approach
show good scalability, low cost, increased reliability, and low energy consumption, however, it
also shows low availability, high response time.

QoS-aware services composition approach using evolutionary algorithms

In [Seghir and Khababa, 2018], a hybrid approach using Genetic Algorithm (GA) and Fruit fly
Optimization Algorithm (FOA), is proposed to solve the QoS-aware services composition. The
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following are the detailed steps of this approach:

1) Initialization phase: Using a heuristic local selection method, an improved initial popu-
lation was generated to speed-up the convergence of their proposed algorithm.

2) The stop criterion phase: If the composite service with the highest fitness value does not
improve over the already fixed number of generations max_gen_imp, the algorithm stops and
returns the near-optimal solution, otherwise, the genetic phase will proceed.

3) The genetic phase: In this phase, a novel roulette wheel selection operator is performed;
it is based on the selection’s probability related to the fitness of the services and its diversities
at the same time, where fitted and diversified composite services are typically more likely to be
selected for reproduction. After selecting two composite services (parents) in the current pop-
ulation using the above selection operator, a crossover operator produces two new composite
services (children) by combining the candidate services of the two selected parents. Afterwards,
to maintain the diversity of the population, the mutation operator is used to select a service in
the individual obtained by the crossover and randomly replaces it with a new chosen concrete
service in the corresponding candidate set of services.

4) FOA phase: This phase is incorporated as a local search strategy; for each individual
indi generated after the genetic phase, the following steps will be performed:

1. Calculate the selecting probability Ps of indi.
2. Generate a random number r ∈ [0, 1].
3. If r is smaller than Ps, SN neighbours are generated around indi to construct a sub-

population SubPi. Then indi is replaced with the best individual Best_Ind in the correspond-
ing sub-population SubPi (i.e. if Best_Ind has bigger fitness than indi ); otherwise, indi
remains unchanged.

5) The elitism phase: To replace the old population Pop with the new population Popnew,
the elitism strategy is used as a strategy of preserving and replacing to speed up the convergence
of the algorithm and prevent the loss of the best individuals during the evolutionary process.

6) Verification of the stopping criteria: In this phase, the stopping conditions will be once
again checked.

Discussion: This approach has significant performances in comparison with the other
algorithms. However, inter-dependencies and correlations among cloud services and also the
influence of the distribution of cloud services on distributed clouds were not considered.

Services composition and optimal selection using fuzzy logic approach

In [Li et al., 2018a], the trustworthy method and fuzzy soft set-based decision-making method
were aggregated and enhanced with volatility analysis. This approach has three main steps
detailed as follow:
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1) Trust filtration phase: In this phase, services are filtered based on trust evaluation:

(i) Direct trust: when a user receives a series of responses then selects a set of services from
candidates.

(ii) Recommended trust: when a user selects a set of services from candidates with the help
of a partner.

2) Prospect evaluation phase: It introduces the decision-making method used in fuzzy soft
set-based decision making. First, a trustworthy of services for Services Composition and Op-
timal Selection (SCOS) is formed using the users’ and their partners’ respond (trust), then a
correlation-aware services composition strategy is executed to form combinations between the
services. Afterwards, the sets of combinations are completed with random composition. On
this basis, prospects of combinations are formed based on the integration strategy. After their
standardization, fuzzy soft sets operate the decision-making according to level soft set based
strategy.

3) Volatility analysis phase: This phase evaluates services by calculating for each one its
execution time, quality, cost, and support process so that services composition and optimal
selection scale gets reduced. Once the user gets the result of his request, he sends feedback of
its request whether it is trustworthy or not.

Discussion: Li et al. improved the decision-making method based on fuzzy soft by ex-
ploiting the interaction with the users and although this approach shows good scalability and
low cost however, it provides low reliability and low availability.

QoS-aware services composition approach using a population-based algorithm

In [Khanouche et al., 2019b], the Social Group Optimization (SGO) method is opted to resolve
the services composition in the context of large-scale environments, as it requires few initial-
ization parameters resulting in a Social Group optimization-based QoS-aware agents services
Composition Algorithm (SG-QCA). The approach is implemented in three phases: Initializa-
tion phase, improving phase and acquiring phase.

1) Initialization phase: At this stage, the parameters of the SG-QCA algorithm are ini-
tialized: the randomly created initial population of compositions, the maximum number of
iterations and the number of compositions in the population.

2) Improving phase: A utility value in terms of QoS was used to assess compositions and as
enhancing compositions in terms of utility value and the composition itself might not lead to
satisfactory performance as some compositions may have a low utility value, Khanouche et al.
have opted for the mean of the compositions in order to assess and improve them in an interval
with high utility values. At last, when the new utility value of a composition is better than its
old one, the composition will be replaced in the population.
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3) Acquiring phase: Each composition is enhanced according to a randomly chosen compo-
sition; if the new utility value of the composition is better than its old one, it will be replaced
in the population.

Discussion: In their simulation results for both randomly generated and real datasets, near-
to-optimal compositions were found while reducing the composition time. However, simulation
isn’t the best option for validating the performances, and it would have been better to compare
it with more than one approach.

An enhanced artificial bee colony algorithm for an optimal selection

In [Dahan et al., 2019], an additional enhancement to the Artificial Bee Colony (ABC) approach
was proposed for the QoS-aware services selection problem to balance the exploration and
exploitation mechanisms of the ABC algorithm.

1) Selection and replacement process: This phase selects a random composition from the
generated compositions of the ABC algorithm, then a random service of the latter is replaced
by a neighboring service. In the early iterations, the algorithm selects a service randomly from
the farthest neighbors for replacement, then it selects a service randomly from the nearest
neighbors. Afterward, euclidean distance is used to calculate the distance to the randomly se-
lected SN (Number of Services) neighbors. It should be noted that the distances of the selected
services and the best service are stored.

2) Swapping process: This process improves the population by swapping between the ser-
vices of the two best solutions of the previous phase to generate two new solutions and only
the two better solutions in terms of the utility value are retained.

Discussion: The proposed method successfully enhanced the ABC algorithm performance
and showed significant performances in comparison with the ABC approach.

QoS-aware services composition using an improved teaching learning-based opti-
mization approach

In [Khanouche et al., 2019a], an Improved Teaching Learning-based QoS-aware services Com-
position Algorithm (ITL-QCA). This approach consists of four phases:

1) Initialization phase: The initial population of compositions, the number of iterations
Maxiter, the number of compositions in the population Popsize, and the learning probability
Pc are initialized. As for the population matrix, it is rearranged after a given number of itera-
tions Pm iterations.

2) Teaching Phase: In this phase the utility value of each composition in the population is
evaluated to find the best composite service that has the highest utility value.

3) Learning phase: In this phase, a random number r is generated for each composition in
the population. If the generated number r is less than Pc , each composition CCl is improved
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according to the best neighbor composition CCn in terms of utility value and a randomly neigh-
bor composition CCr. If r is greater than Pc, the composition CCl is improved according to a
randomly selected composition CCe in the population.

4) Self-learning phase: In this phase, each composition CCl is improved according to its
historical information in the present and the previous iterations. Indeed, if the composition CCi

has been changed over the two consecutive iterations, it gets improved according to its compo-
nents of the iterations but if the composition CCl has not been changed over the two iterations,
the composition is improved using the normrnd function that returns a random number from
the normal distribution with a mean and a standard deviation and takes the average of the
best composition services, the mean composition, the absolute value of the difference between
the best composition and the mean composition as parameters.

Discussion: The proposed approach shows good performances in terms of utility values
and composition time, however it does not handle the mobility in the composition context while
considering different composition structures.

QoS-aware for services composition using a modified artificial bee colony algorithm

In [Chandra and Niyogi, 2019], a Modified Artificial Bee Colony (mABC) algorithm was pro-
posed for the QoS-aware service selection problem. The approach is carried as follows:

1) Initialization phase: In this phase, a chaotic-based opposition learning methodology is
used to generate a better initial population and improve the exploration mechanisms of the
ABC algorithm.

2) Search equation for employed bees: A new search equation has been introduced in order to
make an exhaustive search of the generated compositions in order to select the best composition.

3) Search equation for onlooker bees: After receiving the selected services chosen in the
previous phase, Chandra et al. improve them by introducing a differential evolution strategy
equation. This phase calculates and compares the fitness values of the best-found compositions
in order to retain only the best services composition.

Discussion: The proposed approach shows good performances in terms of composition
time and scalability. However, Chandra et al. did not take into account to the problem that
the discrete features of the quality of service compositions.

2.2.2 Hybrid services composition approaches

Some of the Hybrid services composition approaches we have studied can also be grouped into
two categories, that are graph-based approaches and Artificial Intelligence (AI) approaches.
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2.2.2.1 Graph-based approaches

Graph-based approaches construct a graph by considering the semantic input/output relation-
ships of services, then apply graph search techniques for the selection of services, which is
considered the shortest path problem under constraints of global QoS [Bekkouche et al., 2017].

Hybrid optimization algorithm for large-Scale QoS-aware services composition

In [Rodriguez-Mier et al., 2015], a hybrid approach for automatic services composition was pro-
posed. It generates semantic input-output based compositions with optimal end-to-end QoS
while minimizing the number of services of the resulting composition. It has four main steps:

1) Generation of the Service Match Graph: After receiving the inputs/outputs provided by
the user, all relevant services that can be part of the final composition will be identified in
addition to all possible matches between their inputs and outputs. Thus, creating a graph to
match the service.

2) Optimal end-to-end QoS: Once the Service Match Graph is computed for a composition
request, next, a generalized Dijkstra based label-setting algorithm was used for computation of
the optimal composition that minimizes a single objective QoS function.

3) Graph optimizations: To do so, Rodriguez-Mier et al. applied a set of optimizations to
reduce the search space. The different phases that are sequentially applied are:

(i) Elimination of services from the graph, that do not contribute to the outputs of the
request.

(ii) Pruning of services that cannot be part of any optimal QoS composition.
(iii) The third and the fourth pass analyze service equivalences and dominances in the Ser-

vice Match Graph in order to combine those that are equivalent, or replace those that are
dominated.

4) Hybrid local-global search: This step aims at extracting the optimal QoS with the min-
imum number of services. After the local search is performed to extract a good solution, the
global search is performed in the remaining time to obtain a better solution by exhaustively
exploring the space of possible solutions.

Discussion: As global research seeks to obtain a composition with a minimum of services,
it is not temporal, likewise for the construction of the graph at runtime.

QoS-aware optimal and automated semantic approach

In [Bekkouche et al., 2017], an approach based on a planning graph and a Harmony Search
(HS) algorithm to select the optimal or quasi-optimal solution in semantic services composition
is proposed.

For a user request given in terms of functional and non-functional requirements. First of
all, according to functional needs, a planning graph is constructed to code all the possible
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composition solutions by calculating the semantic similarity between the output parameters
and the input parameters of certain services in different layers. After that, the HS algorithm
uses the functional properties and the QoS to find the optimal composition solution. It should
be noted that when matching the HS algorithm with the composition problem of the Web
service: a harmony represents a candidate composition solution, a harmony memory represents
a population of compositions, a musical pitch represents an abstract service and an aesthetic
standard represents a functional physical form that evaluates each composition.

A set of compositions is randomly generated to be the harmony memory, then the com-
positions are updated like this: If a random number generated is less than a given HMCR
probability, each candidate service of the composition is replaced by a selected service can-
didate of the current generation, so that the utility function is maximized. Otherwise, the
candidate service will be replaced by a candidate service selected at random from the same
abstract service, then evaluated using the fitness function.

This process is repeated until the defined termination criterion is met and the optimal or
near-optimal composition is returned.

Discussion: Other control structures such as conditional choices, loops, etc. were not
taken into account in this approach, in addition, better results could be obtained if the pre/post
conditions were considered for a better expression of the functionalities of the services.

Automated composition based on abstract services

In [Fki et al., 2017], an automated and flexible composition based on abstract services for a
better adaptation to user intentions is proposed. To benefit from the user requirements, the
notion of intention has been introduced, with reference to the combination of a goal and a set of
constraints (functional and non-functional ones) expressing the way that this goal is achieved.
This approach is carried out in four consecutive steps:

1) Intentions graph enrichment: This step takes as input user requirements materialized in
a graph of intentions that is assumingly complete and includes all necessary information for
enrichment. Then, this graph is enriched by applying two rules, to identify the relationship
between intentions that do not dominate other intentions.

Rule R1: identifies an intention x that precedes an intention y and intention z dominated
by x, then adds a precedence relation between z and y.

Rule R2: identifies an intention x that precedes an intention y and the intention y dominates
the intention z , then adds a precedence relation between x and z.

2) Generation of initial composition schema: The enriched graph is used to generate an
initial composition schema by applying these steps ahead:

(i) Building control flow: It is inferred automatically from dependencies expressed in the
intention’s specification.

(ii) Selection of abstract services: A score of matching between the intention and the ab-
stract service is calculated to find a set of appropriate candidate abstract services that meet
an intention. This matching is based on the use of ontologies and the degree of semantic simi-
larity. Then, the abstract services having a matching score that exceeds a threshold are added
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to the set of candidate abstract services. After finding candidate abstract service sets, all dif-
ferent alternatives for the initial composition schema are extracted. Finally, the selection of
the adequate alternative abstract services is based on the semantic connection quality (relation
between input and output parameters) between services.

3) Generation of final composition schema: Using a refinement mechanism of abstract ser-
vices based on semantic matching taking into account user context and constraints, the initial
composition schema will be further refined: more abstract services of finer granularity will be se-
lected iteratively until obtaining a final composition schema formed by atomic abstract services.

4) Generation of the execution plan: The concrete services that can fulfill the obtained
composition schema are selected according to required non functional constraints and assigned
to each involving task. Thus, the execution plan is generated.

Discussion: Their approach can specify generic processes for different situations, and select
adequate services that meet user intentions. However, it defines only the set of activities and
the control flow among them, and not the concrete services to be invoked. It also assumes that
the intention specifications are available and did not extract them.

Dynamic services composition using AND/OR directed graph

In [Elmaghraoui et al., 2017], focused on reducing the complexity and time needed to create
and execute a semantic services composition; the proposed approach reused some components
from an already existing platform in precise the discovery engine with the motive to enhance
the composition module by taking into consideration the non-functional requirements. The
approach performs as follow:

At the design time: Using the information generated by the matchmaking and discovery
engines, the Service Dependency Graph (SDG) generator computes the graph with all the
semantic relations (Exact, Plugin) between the inputs/Outputs of all the available services
known to the registries used. However, to speed up the calculation of the graph, beforehand
creating it; a pre-computing and indexing of relevant services are applied to the group to reduce
the number of services and relations.

Then, the created graph has to be optimized. To do this, Elmaghraoui et al. analysed the
dominance between the services to seek out those that are equivalent or higher than others and
replaced the initial services of the graph by the abstract services that capture the functionality
of the dominant or equivalent services. This reduces the search size of the search space, which
means fewer paths to explore during the search. Then, once the optimal composition solution
has been generated, the abstract services are replaced by the dominant original services or
equivalent by a combination of dominated services that satisfy the functionality of the dom-
inated service. Afterward, a search algorithm is applied over the reduced graph to generate
all the shortest paths between every pair of nodes, then stored them for eventual use at the
composition runtime.
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At runtime: after receiving the user’s request (inputs and outputs), Elmaghraoui et al. de-
fine the start and end nodes in the graph and extract the precomputed shortest paths between
them to get an optimal solution.

Discussion: The use of the concept of abstract services allows flexibility and adaptability
without having to create the composition of the service from scratch at the time of execution.

Pre-joined semantic indexing graph

In [Fan et al., 2019], a hybrid approach using fuzzy logic with a graph plan is proposed to op-
timize services composition. Fan et al. introduced two phases detailed as follow:

1) Fuzzy Control: Firstly, the Fuzzification part converts the exact input values informa-
tion from the actual system into the fuzzy values for each input and to decompose them into
fuzzysets( response time, throughput, and global QoS). Then, services are mapped to degrees
of membership for linguistic terms using the triangular membership functions. After that, the
Decision-Making-Logic part determines how the fuzzy logic operations are performed with the
IF − THEN rules based on the Knowledge Base. Where IF part contains various QoS stan-
dard member functions of a service, and THEN part contains one of the member functions
that reflects the global QoS status of the services. Then, The approach uses the Center Of
Gravity (COG) method to defuzzify QoS and obtains an exact output result.

2) Modified GraphPlan: The GraphPlan strategy is modified by adding services prune in
the forward phase and selecting optimal candidate services in the backward phase, according
to functional requirements and global QoS, wherein the forward phase Fan et al. ignore the
less competitive services to the global QoS and in the backward phase, the services are selected
according to functional goals and their global QoS.

Discussion: Although their approach has shown a significant performance compared to
other algorithms, the plug-in matching degree to match services and solve the composition
problem with datasets was not from the real world.

2.2.2.2 AI based approaches

AI-based approaches construct a graph by using artificial intelligence approaches such us clus-
tering the services into groups of clusters to form abstract services, then apply graph search
techniques for the selection of services.

A clustering network-based approach to service composition

In [Li et al., 2017], a service clustering network-based services composition approach is pro-
posed. It can be divided into two stages, i.e. offline process and online process.

1. Offline process: Based on their name and functional information, a concept-based simi-
larity calculation method is used to support the service clustering. the services will be clustered



Chapter 2. State of the art 22

into small-scale abstract services, each of which can be denoted by a node in the network of
the abstract services. Once the Abstract services are formed, an abstract network according
to the composable relationship between them is built where similarity calculation is performed
between the input interface and output interface of different abstract services; two services are
perceived as compatible if the degree of interface similarity exceeds a predefined threshold.

2. Online process: For a given task request, an abstract service composition path that
matches the execution flow of the task can be obtained according to the breadth-first search
algorithm. Then, combining this abstract service composition path with consumer’s require-
ments, a service candidate set for each sub-task can be derived accordingly. After all of the
above steps, the service composition solution for a task can be generated by utilizing certain
matching and composition algorithms, which has been intensively studied.

Discussion: Searching algorithms are one of the keys for a better services composition
approach and the breadth-first is not necessarily the most performing among the searching
algorithms.

QoS-aware for services composition using a deep learning approach

In [Labbaci et al., 2017], an approach that relies on deep learning for services composition was
proposed and it consists of two phases as follow:

1) Prediction phase: This phase uses the Long Short Term Memories (LSTMs) to predict
future QoS and it is decomposed into two prediction categories:

(i) QoS composition requirements: This category specifies the preferred and acceptable
intervals for each QoS attribute then compares the result of the fitness function with the
predicted QoS values; if the results are under or almost equals to the predicted ones then those
services may be acceptable or preferred.

(ii) Predicting Long-Term QoS Trends: This phase uses a trained deep recurrent LSTM
with sequences of QoS values observed at different periods of time in order to give predicted
intervals of the best composite solutions where QoS predictor (QP) is introduced to manage
the QoS prediction for all services and saves the global QoS values in a QoS repository.

2) Long-Term QoS Compliance Checking: Once a request is given, this approach randomly
selects a service, then implement it in the prediction phase using two heuristics that are:

(i)Conservative heuristic: calculates for each chosen service S its fitness value that should
belong the acceptable or preferred predected intervals.

(ii) The soft compliance heuristic: denotes that the sum of the fitness function of the global
composite service should belong to the preferred interval.

Discussion: The proposed approach puts forward a deep learning approach for dynamic
QoS based service composition which got promising results compared with existing QoS pre-
diction techniques.
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A reinforcement learning approach for services composition

In [Liu et al., 2019],an adaptive service composition based on deep reinforcement learning ap-
proach is proposed. Lui et al. decomposed their approach into three phases detailed as follow:
This phase aims to maximize the cumulative reward value of action from the environment to
learn an action strategy. Lui et al. defined an infinite discount model, where the agents take
into account the future infinite steps reward and accumulate it in a value function.

2) Long short-term Memory: Lui et al. adopted an LSTM technique to standard recurrent
neurons using mathematical formulas. It simulates the state of services composition problem
based on QoS values, each action will update the Q-value table accordingly and store them.

3) Deep reinforcement learning This phase is a combination of DL and RL to form Deep
Reinforcement Learning (DRL). It trained the DRL to form a fitted Qvalue surface through
the neural network, which is used as an online heuristic function. Lui et al. uses a playback
memory unit is used to store samples, and random sampling is used to train network parameters.

Discussion: The objective of the approach is to enable users to obtain high-quality combi-
nation schemes to meet user requirements and showed efficient performance but it focuses only
on the optimization schemes of composite services.

2.3 Comparative analysis

This section aims to present a comparative study between the automatic services composition
approaches presented in this chapter. The evaluation criteria that are used in the comparison
are first identified. A summary table is then drawn to compare the approaches according to
the identified criteria.

2.3.1 Comparison criteria

Availability of the plan: This criterion refers to the representation of the composition as an
abstract workflow where each abstract service can be linked to a concrete service among the
set of concrete services that are functionally equivalent [Bekkouche, 2018].

Scalability: Scalability in services composition refers to approaches that maintain a good
performance in terms of execution time and QoS of the composition as the number of QoS
parameters and abstract/concrete services increases [Anthony Steed, 2009].

QoS-awareness: QoS is a major factor in the service selection since QoS-aware services
composition approaches do not only offer the functionalities requested by the user but also
guarantee a high quality [Baryannis and Plexousakis, 2010].

Assessment methodology: This criterion refers to the performance evaluation strategy
adopted by any services composition approach, whether it is a simulation using synthetic/real-
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world datasets or a scenario-based evaluation.

The resolution model: Refers to the techniques used to solve the services composition
problem such as graph methods, planification techniques of AI, etc.

2.3.2 Comparison table

Table 2.1 summarizes the approaches presented in this chapter classified according to the fol-
lowing criteria: the resolution model, availability of the plan, QoS-awareness, scalability and
assessment methodology.
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2.3.3 Discussion

As can be seen in Table 2.1, all of the studied approaches are capable of producing opti-
mal or quasi-optimal solutions satisfying the non-functional constraints (QoS) of the user; in
[Seghir and Khababa, 2018], [Li et al., 2018a] and [Dahan et al., 2019], optimal composite ser-
vices are obtained but they require a high composition time on a large scale environment. In
[Li et al., 2018b], [Khanouche et al., 2019b] and [Khanouche et al., 2019a], quasi-optimal com-
posite services are found in a reasonable composition time. Whereas in
[Rodriguez-Mier et al., 2015], [Bekkouche et al., 2017], [Fki et al., 2017] and
[Elmaghraoui et al., 2017], flexibility and ability to achieve a better performance are shown in
their results. Nevertheless, these approaches may not be efficient on a large scale environment
because the scalability has not been addressed. Then in [Liu et al., 2019], [Labbaci et al., 2017]
and [Li et al., 2017], optimal and quasi-optimal composite services are obtained, but the com-
position time is not evaluated in these approaches which is an important factor in services
composition.

In this research work, we address the QoS-aware services composition challenge using the
neural network algorithm [Sadollah et al., 2018]. The NNA algorithm is a meta-heuristic op-
timization algorithm (population-based) that benefits from the complicated structure of the
ANNs and its operators in order to generate new compositions.

Compared to the studied approaches, we propose a QoS-aware services composition ap-
proach that finds an optimal or quasi-optimal composition in terms of non-functional require-
ments within a reasonable time, while the functional user’s requirements are satisfied. Further-
more, we propose an approach that is scalable and requires fewer parameters to be adjusted.

2.4 Conclusion

We have presented in this chapter a state of the art on automatic services composition ap-
proaches that are classified into two categories: QoS -aware services composition approaches
and hybrid services composition approaches. Hybrid approaches are also categorized into two
main subcategories that are graph-based approaches and AI-based approaches. In the next
chapter, a services composition algorithm based on neural network approach will be proposed
and detailed.
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3.1 Introduction

The creation of new value-added services through the process of combining a set of existing
services is called services composition. In this chapter, we propose the Services Composition
algorithm based on Neural Network (SC2N) to solve the automatic QoS-aware services compo-
sition problem by satisfying both user’s functional and non-functional requirements.

3.2 The Neural network algorithm

Artificial Neural Networks (ANNs) are computational networks inspired by nervous sys-
tems and are used to estimate or approximate functions that can depend on a large number of
inputs. ANNs are generally presented as systems of interconnected neurons that are arranged
in a series of layers; the input layer receives inputs that then go through one or more hidden
layers. The hidden layer’s role is to transform the input into something the output layer can
use. The learning process in the ANNs generally occurs when weights among layers change
when the predicted amounts are significantly different from the calculated amounts. At the
end, the trained neural network is capable of predicting outputs that are consistent with new

27
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data collections [Liew, 2016].

Neural network algorithm The NNA algorithm is a meta-heuristic optimization algo-
rithm that exploits the unique structure of the ANN to find new solutions. The NNA algorithm
receives input data consisting of a population of pattern solutions (i.e., candidate solutions)
and a target data (i.e., best solution), and then tries to map the input data to the target data.
Inspired by the ANN, the best solution at each iteration represents the target solution and
the goal is to move other pattern solutions to the target solution, knowing that the latter is
updated at each iteration [Sadollah et al., 2018]. The process of the NNA algorithm consists
of four phases (see Fig. 3.1).

Figure 3.1: Processes of the NNA algorithm.
[Sadollah et al., 2018]

1) Generating the initial population: In a D dimensional optimization problem, each
pattern solution is an array of 1×D defined as follows:

Pattern Solution = [x1, · · · , xj, · · · , xD] , j = 1, · · · , D (3.1)

In this phase, the parameters of the algorithm are initialized such as the size of the population
Npop and the dimension D. Then, an initial population of pattern solutions X is randomly
generated and represented as an Npop ×D matrix :
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X =


x11 · · · x1j · · · x1D
. . . ... . . . ...
xi1 · · · xij · · · xiD
. . . ... . . . ...

xN1
pop · · · xNj

pop · · · xND
pop

 , i = 1, · · · , Npop , j = 1, · · · , D (3.2)

Each of the decision variable values (x1, · · · , xj, · · · , xD) can have real values or can be
defined over a set of discrete variables. The cost of a pattern solution is evaluated using a cost
function (C) defined as follows:

Ci = f(xi1, · · · , xij, · · · , xiD) , i = 1, · · · , Npop , j = 1, · · · , D (3.3)

where f is the objective function. Then after calculating the cost function for all pattern solu-
tions, the one with the minimum value (we consider a maximisation problem) of the objective
function is considered to be the target solution (XTarget).

2) Weight matrix: In the NNA algorithm, initial weights (wk
i ) are defined using the

following equation:

W (t) =


w1

1 · · · wk
1 · · · w

Npop

1
. . . ... . . . ...
w1

i · · · wk
i · · · w

Npop

i
. . . ... . . . ...

w1
N

pop · · · wk
Npop

· · · w
Npop

Npop

 =


w11 · · · wk1 · · · wNpop1

. . . ... . . . ...
w1i · · · wki · · · wNpopi

. . . ... . . . ...
w1Npop · · · wkNpop · · · wNpopNpop

 , k, i = 1, · · · , Npop

(3.4)

where W (t) is a square matrix (Npop × Npop) of random numbers generated uniformly in the
interval [0, 1] during the iteration t.

There is also an imposed constraint for the weight values that is the summation of weights
for a pattern solution must be equal to 1 and it can be mathematically defined as follows:

Npop∑
i=1

wki(t) = 1 , k = 1, · · · , Npop (3.5)

As for Eq. (3.6), it states that weight values are belonging to uniformly distributed random
numbers in the interval [0, 1].

wki(t) ∈ ∪(0, 1) , k, i = 1, · · · , Npop (3.6)

The process seen up until now can be summarized as seen in Algorithm 1.
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Algorithm 1: The initial round of the NNA algorithm.
Input: The population size Npop,

The size of the dimension D.
1 Begin
2 Randomly generate an initial population of pattern solutions;
3 Calculate the cost of each initial pattern solution;
4 Find the target solution (XTarget);
5 Randomly generate the initial weight matrix;
6 Find the target weight (W Target) associated to the target solution (XTarget);
7 End
8 Output: The initial population,
9 (XTarget) and (W Target).

When the weight matrix (W (t)) is produced, the population of pattern solutions will be
updated using the equations:

−→
XNew

i (t+ 1) =

Npop∑
k=1

wki(t)×
−→
X k(t) , i = 1, · · · , Npop (3.7)

−→
X i(t+ 1) =

−→
X i(t) +

−→
XNew

i (t+ 1) , i = 1, · · · , Npop (3.8)

Once new pattern solutions are obtained from the previous population, the weight matrix
should be updated based on the best weight value called "target weight" while satisfying the
constraints (3.5) and (3.6). The following equation updates the weight matrix:

−→
WUpdated

i (t+ 1) =
−→
W i(t) + 2× rand× (

−→
W Target(t)−

−→
W i(t)) , i = 1, · · · , Npop (3.9)

The updating of the population and the weight matrix in the NNA algorithm are summarized
in Algorithm 2.

Algorithm 2: Updating the population and the weight matrix.
Input: The population of pattern solutions (X), the weight matrix (W ),

(XTarget) and (W Target).
1 Begin
2 Calculate new pattern solutions (Xnew) using Eq. (3.7);
3 Update the pattern solutions (X) using Eq. (3.8);
4 Update the weight matrix (W ) using Eq. (3.9);
5 End
6 Output: The updated population of patterns,
7 The updated weight matrix.
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3) Bias operator: The role of this operator is preventing the algorithm from premature
convergence especially at early iterations by modifying a subset among the updated population
of pattern solutions and the updated weight matrix. The Bias operator exploits a modification
factor β that determines the percentage of the pattern solutions that should be modified. Its
value has been initially set to 1 and will be decreased at each iteration using Eq. (3.10). It
should be noted that the reason beta is multiplied times 0.99 is to avoid excessive changes in
the pattern solutions until the final iterations.

β(t+ 1) = β(t)× 0.99 , t = 1, · · · ,MaxIteration (3.10)

4) Transfer function operator: The objective of this operator is to guarantee the en-
hancement of the solutions by bringing the pattern solutions closer to the target solution to
update and generate better quality solutions using Eq. ( 3.11) defined as follows:

(TF (
−→
X i(t+1))) =

−→
X i(t+1)+2× rand× (

−→
X Target(t)−

−→
X i(t+1)) , i = 1, · · · , Npop (3.11)



Chapter 3. Services Composition algorithm based on Neural Network 32

The pseudo code in Algorithm 3 shows the third and fourth phases of the NNA algorithm.

Algorithm 3: The combination of the Bias and TF phases in the NNA algorithm.
Input: The updated population of patterns,

The updated weight matrix.
1 Begin
2 for i = 1 to Npop do
3 if rand ≤β then
4 —————- Bias for the new compositions —————————————–
5 % Nb: No. of biased variables in the population of the new pattern solutions
6 % Round: a function rounding numbers to a specified level of precision
7 Nb = Round(D × β)
8 % rand is a function that generates a sequence of numbers randomly
9 % LB and UB represent the lower and upper bounds of a problem

10 for j = 1: Nb do
11 XInput (i, Integer rand [0, D]) = LB + (UB − LB) × rand
12 end
13 —————- Bias for the updated weight matrix————————————
14 % Nwb: No. of biased variables in the updated weight matrix
15 % U is a function that generates numbers randomly between 0 and 1
16 Nwb = Round(Npop × β)
17 for j = 1 :Nwb do
18 WUpdated (j, Integer rand [0, Npop]) = U(0, 1)
19 end
20 else
21 —————- Transfer Function (TF) operator —————————————-
22 Apply the (TF) operator using Eq. (3.11).
23 end
24 end
25 End
26 Output: The final population of patterns of current iteration,
27 (XTarget), (W Target).
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Finally, the pseudo-code of the NNA algorithm is given below.

Algorithm 4: The NNA algorithm.
Input: The population size (Npop),

The maximum number of iterations (Maxiteration).
1 Begin
2 Perform the initial round of the NNA algorithm using Algorithm 1;
3 while Maxiteration is not reached do
4 The updating of the population and the weight matrix using Algorithm 2;
5 The combination of the Bias and TF phases are carried out using Algorithm 3;

Calculate the cost of all pattern solutions;
6 Update the temporal best solution and its corresponding target weight;
7 Update the value of β using Eq. (3.10 );

8 End
9 Output: (XTargetF inal),

10 (W TargetF inal).

3.3 NNA-based QoS-aware services composition approach

3.3.1 Presentation

The Services Composition algorithm based on Neural Network (SC2N) is proposed, where the
services composition problem is modelled and solved using the NNA algorithm. A pattern
solution Xi = (xi1, · · · , xij, · · · , xiD) in the NNA algorithm represent a solution composition
CCi = (csi1, · · · , csij, · · · , csiD) in the context of services composition, where csij is the index of
the jth abstract service of the ith composition. It should be emphasized that the best compo-
sition CCbest corresponds to the composition with the highest aggregated QoS value. Table 3.1
shows the terms matching between the NNA algorithm and QoS-aware services composition
problem.

Table 3.1: The terms matching between the NNA algorithm and the QoS-aware services com-
position problem.

NNA algorithm Services composition
The population of solution patterns The population of the services compositions
Dimension The number of abstract services
Pattern solution Services composition
Cost function Fitness function in terms of QoS
Target pattern The best services composition in terms of the fitness value

3.3.2 The SC2N algorithm steps

The steps of the SC2N algorithm work as follows:



Chapter 3. Services Composition algorithm based on Neural Network 34

1) Initialization step: In this step, the initial population of compositions is randomly
generated and represented in the form of a matrix CC of size (Npop × numOfAS), and it is
given as follows:

CC =


cs11 · · · cs1j · · · cs1numOfAS
. . . ... . . . ...
csi1 · · · csij · · · csinumOfAS
. . . ... . . . ...

csN
pop

1 · · · csN
pop

j · · · csN
pop

numOfAS

 i = 1, · · · , Npop , j = 1, · · · , numOfAS (3.12)

When the initial population is obtained, the corresponding aggregated QoS value of each
composition is calculated and the best composition CCbest with the best QoS value is deter-
mined. The weight matrix (Npop × Npop) is also randomly initialized and the target weight
WBest corresponding to the best composition CCbest will be stored for a future use.

W =


w11 · · · wk1 · · · wNpop1

. . . ... . . . ...
w1i · · · wki · · · wNpopi

. . . ... . . . ...
w1Npop · · · wkNpop · · · wNpopNpop

 , k, i = 1, · · · , Npop (3.13)

The pseudo code in Algorithm 5 shows the first phase of the SC2N algorithm.

Algorithm 5: The initial round of the SC2N algorithm.
Input: The population size Npop;

The number of abstract services numOfAS.
1 Begin
2 Randomly generate an initial population of compositions;
3 Calculate the cost of each initial composition;
4 Find the best solution (CCBest);
5 Randomly generate the initial weight matrix;
6 Find the target weight (WBest) associated to the best solution (CCBest);
7 End
8 Output: The initial population,
9 (CCBest) and (WBest).

2) Updating step: In this phase, new compositions are obtained from the previous popu-
lation using the equations below:

−→
CCNew

i (t+ 1) =

Npop∑
k=1

wki(t)×
−→
CCk(t), i = 1, · · · , Npop (3.14)

−→
CCi(t+ 1) =

−→
CCi(t) +

−→
CCNew

i (t+ 1), i = 1, · · · , Npop (3.15)
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Then, the weight matrix must also be updated based on the target weight using Eq. (3.9)
while satisfying the constraints (3.5) and (3.6).

The second phase of the SC2N algorithm is presented in Algorithm 6.

Algorithm 6: Updating the population of compositions and the weight matrix.
Input: The population of compositions,

The weight matrix.
1 Begin
2 Generate new compositions (CCNew) using Eq. (3.14);
3 Update the compositions (CC) using Eq. (3.15);
4 Update the weight matrix (W ) using Eq. (3.9);
5 End
6 Output: The updated population of compositions,
7 The updated weight matrix (WUpdated).

3) Bias operator: This operator allows the diversity of the compositions from one gen-
eration to another by exploiting the modification factor β of Eq. (3.10) that determines the
percentage of compositions that should be modified.

4) Transfer function operator: This operator is applied to guarantee the enhancement
of the compositions by bringing the new compositions closer to the best composition by using
the equation below:

TF (
−→
CCi(t+ 1)) =

−→
CCi(t+ 1) + 2× rand× (

−→
CCBest(t)−

−→
CCi(t+ 1)); (3.16)

It is worth mentioning that the aggregated QoS value of all compositions must be recal-
culated after each phase of the SC2N algorithm and that whenever the candidate services do
not respect the bounds of the services composition problem, a refine function is used in order
to fix it; if the index of the candidate service is strictly inferior to the lower bound LB (the
minimum number of candidate services) then index(CS) = mod(index(CS), LB) and in case
the index of the candidate service is strictly superior to the upper bound UB (the maximum
number of candidate services) then index(CS) = mod(index(CS), UB).
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The pseudo code in Algorithm 7 shows the combination of the Bias and TF operators.

Algorithm 7: The Bias and TF operators in the SC2N algorithm.
Input: The updated population of compositions,

The updated weight matrix.
1 Begin
2 for i = 1 to Npop do
3 if rand ≤ β
4 then
5 —————- Bias for new compositions ————————–
6 % Nb: No. of biased compositions in the population of new compositions
7 Nb = Round(numOfAS × β) for j = 1: Nb do
8 CCInput (i, Integer rand [0, numOfAS]) = LB + (UB − LB) × rand
9 end

10 —————-Bias for updated weight matrix————————
11 % Nwb: No. of biased compositions in the updated weight matrix
12 Nwb = Round(Npop × β)
13 for j = 1 :Nwb do
14 WUpdated (j, Integer rand [0, Npop]) = U(0, 1).
15 end
16 end
17 —————- Transfer Function (TF) operator —————–
18 Apply the (TF) operator using Eq. (3.16).
19 end
20 End
21 Output: The final population of compositions of the current iteration,
22 (CCBest), (WBest).
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Finally, the pseudo-code of the SC2N algorithm is given below.

Algorithm 8: The SC2N algorithm.
Input: The population size (Npop);

The maximum number of iterations (Maxiteration).
1 Begin
2 Perform the initial round of the SC2N algorithm using Algorithm 5;
3 while Maxiteration is not reached do
4 Updating the population and the weight matrix using Algorithm 6;
5 Perform the Bias and TF operators using Algorithm 7;
6 Update the temporal best composition and its corresponding target weight;
7 Update the value of β using Eq. (3.10);

8 End
9 Output: (CCBestF inal);

10 (WBestF inal).

3.4 Conclusion

In this chapter, the proposed approach addresses the problem of the QoS-aware services com-
position using the NNA algorithm. In the next chapter, the performance and effectiveness of
the SC2N algorithm will be evaluated and compared with an other approach.
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4.1 Introduction

In this chapter, the performance of the SC2N approach is assessed according to different simu-
lation scenarios of services composition. First, the simulation environment is presented. Then,
the scenarios and the dataset used in the evaluation are presented. Finally, the performance
of the proposed approach is compared with the performance of another algorithm in terms of
composition time and utility value of the composition.

4.2 Scenarios and methodology

4.2.1 Simulation environment

The proposed SC2N approach was implemented and evaluated using Matlab R2020a running
upon a machine equipped with a 64-bit Windows OS, an Intel Celeron N2840 CPU with a
frequency of 2.16 GHz and 4 GB RAM.

38
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4.2.2 Evaluation scenarios and dataset

The performance evaluation is conducted using the QWS dataset ver 2.0 that includes a set of
2 507 web services described by their QoS values that were obtained from measurements during
the year of 2008, where each row in this dataset represents a service and its corresponding eleven
measurements. The first nine elements are QoS values attributes while the last two parameters
represent the service name and a reference to the Web Services Description Language (WSDL)
document [Al-Masri and Mahmoud, 2008]. We opted for the QWS dataset ver 2.0 because it
provides a set of QoS attribute values needed for the comparison (response time, throughput,
availability, reliability, and cost). The services composition scenarios considered in the sim-
ulations are generated by varying the number of abstract services in a services composition
from 5 to 20 while the number of concrete services varies from 200 to 1 000 for each abstract
service. Each concrete service is described by a vector of five QoS attributes: response time,
throughput, availability, reliability, and cost. It should be noted that the composite services
considered in the simulation scenarios have a sequential structure.

4.2.3 Performance metrics and simulation parameters

The performances of the SC2N algorithm are compared to the performances of the modified
Artificial Bee Colony QoS-aware services Composition Algorithm (mABC-QCA)
[Chandra and Niyogi, 2019]; the reason we opted for the mABC algorithm is its performance
evaluation that showed that the mABC-QCA algorithm outperforms the five algorithms that it
has been compared to, that are: Artificial Bee Colony (ABC) algorithm, Differential Evolution
(DE) algorithm, Modified Grey Wolf Optimizer (MGWO) algorithm, Discrete Gbest-guided
Artificial Bee Colony (GABC) algorithm and Improved Artificial Bee Colony (IABC) algo-
rithm in terms of composition time, liability and utility of the composition.

The following metrics are considered for the performance evaluation:

Composition time: this metric represents the time required by each services composition
algorithm (SC2N and mABC-QCA algorithms) to find the quasi-optimal composition in terms
of QoS.

Utility value: this metric represents the utility value in terms of QoS of the best compo-
sition obtained by each algorithm (SC2N and mABC-QCA algorithms).

4.3 Simulation results

The performance evaluation of the SC2N and mABC-QCA algorithms is carried out according
to two different services composition scenarios with the used parameters’ values summarized in
Table 4.1
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Table 4.1: The simulation parameters.
Parameters Services composition scenarios
The population size 30
The maximum number of iterations 100
The number of simulations 50
The number of abstract services 5 5 to 20
The number of concrete services 200 to 1 000 500

4.3.1 Services composition scenario 1

In this scenario, the number of abstract services in the composition is set to 5, while the
number of concrete services in each abstract service varies from 200 to 1 000. The purpose
of this evaluation scenario is to test the scalability of the proposed algorithms regarding the
number of concrete services. The results of the comparison presented below are the average
obtained over 50 simulations

4.3.1.1 Composition time vs. The number of concrete services

In this simulation where the number of concrete services is varied, the time required by the
SC2N and mABC-QCA algorithms to find the best services composition will be measured.
As we can see in Figure 4.1, the composition time of the mABC-QCA algorithm increases
excessively with the number of concrete services. Although it outperforms the SC2N algorithm
when the number of concrete services is not high, but starting the 720 concrete services the
SC2N algorithm requires less composition time than the mABC-QCA algorithm. This is due
to the use of the transfer operator that guides the population towards the best composition
leading to a low convergence time and consequently to a reduction in composition time.
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Figure 4.1: Composition time vs. The number of concrete services (scenario 1).

4.3.1.2 The utility value vs. The number of concrete services

This simulation measures and compares the utility value of the compositions in the case of
the SC2N and mABC-QCA algorithms. We observe in Figure 4.2 that the utility value of the
SC2N algorithm decreases as the number of concrete services increases but still outperforms
the mABC-QCA algorithm. This is due to the use of the operators of the SC2N algorithm.
Indeed, the Bias operator ensures the diversity of the population while the transfer operator
brings the compositions closer to the best composition in terms of QoS.



Chapter 4. Evaluation and simulation results 42

Figure 4.2: The utility value vs. The number of concrete services (scenario 1).

4.3.1.3 The utility value vs. The number of iterations

In this simulation, the utility values in terms of QoS of the compositions are measured through
100 iterations for the SC2N and mABC-QCA algorithms. Figure 4.3 shows that the utility
values of the compositions of both algorithms increase with the number of iterations until
reaching the highest utility values. This figure also shows that the SC2N algorithm finds
a better utility value compared to that obtained in the case of the mABC-QCA algorithm
regardless of the number of concrete services. This is due to the used operators in the SC2N
algorithm to improve the quality of the compositions.
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Figure 4.3: The utility value vs. The number of iterations (scenario 1).

4.3.2 Services composition scenario 2

In this scenario, the number of abstract services in the composition varies from 5 to 20, whereas
the number of concrete services for each abstract service is set to 500. The results of the
comparison presented below are the average obtained over 50 simulations.

4.3.2.1 Composition time vs. The number of abstract services

In this simulation, the composition time taken by the SC2N and mABC-QCA algorithms are
compared by varying the number of concrete services. As it can be seen from Figure 4.4, the
composition time of both algorithms increases with the number of abstract services, but the
SC2N algorithm is significantly more efficient than the mABC-QCA algorithm. This result is
due to the fact that the SC2N algorithm converges quickly to the quasi-optimal composition
due to the exploitation of the transfer operator.
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Figure 4.4: Composition time vs. The number of abstract services (scenario 2).

4.3.2.2 The utility value vs. The number of abstract services

This simulation measures and compares the utility value of the compositions in the case of the
SC2N and mABC-QCA algorithms. Figure 4.5 shows that the utility value of the two algorithms
decreases as the number of abstract services increases, nonetheless the SC2N algorithm provides
a better utility value than the mABC-QCA algorithm. This is due to the use of the Bias and
transfer operators.
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Figure 4.5: The utility value vs. The number of abstract services (scenario 2).

4.3.2.3 The utility value vs. The number of iterations

In this simulation, the utility values of the compositions are measured through 100 iterations for
the SC2N and mABC-QCA algorithms. We could see in Figure 4.6 that the utility values of the
compositions in both algorithms increase with the increasing number of iterations until reaching
the highest utility value then remains stable. However, Figure 4.6 also shows that the SC2N
algorithm finds a better utility value compared to the mABC-QCA algorithm regardless of the
number of iterations. This result is because the SC2N algorithm allows a better exploration of
the search space.
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Figure 4.6: The utility value vs. The number of iterations (scenario 2).

4.4 Conclusion

The performance evaluation of SC2N algorithm compared to mABC-QCA algorithm shows that
the proposed approach outperforms the mABC-QCA algorithm in terms of composition time
and utility of the composition, mainly due to the exploitation of the unique structure of the
ANNs and the use of Bais and transfer operators that allow the SC2N algorithm to converge
quickly to the best composition.
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Conclusion and perspectives

In this thesis, a Services Composition algorithm based on Neural Network (SC2N) is proposed
to solve the QoS-aware services composition problem in the context of smart environments.
After the random generation of the initial population of compositions, the SC2N algorithm
performs in three main different stages. The updating phase helps to obtain new compositions
and the Bias phase ensures the diversity of the compositions from one generation to another,
whereas the TF operator phase brings the compositions closer to the best composition in terms
of the utility value. The comparison results obtained in the simulation scenarios demonstrate
that the SC2N algorithm is efficient in terms of composition time and utility thanks to its
unique structure and its operators.

In addition, our work opens up other avenues of research where several perspectives and
extensions can be proposed such as:

• We are considering the extension of our approach by the addition of the construction of
the workflow between services.

• The use of other composition structures: The proposed SC2N approach only deals with
the sequential composition and it would be interesting to consider other composition
structures such as conditional, loops and parallel.

• The initial population can influence the speed of convergence as well as the quality of the
compositions, which is why we consider the use of a population initialization technique
instead of a random generation.
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RÉSUMÉ

L’environnement intelligent est un écosystème où les utilisateurs interagissent en permanence
avec des objets intelligents (capteurs, smartphones, appareils, etc.) pour améliorer leur quoti-
dien. Ce type d’intelligence nécessite la coopération de plusieurs appareils intelligents offrant
différents services pour satisfaire la demande croissante de l’utilisateur, cependant, les exi-
gences de l’utilisateur dépassent souvent un seul service ce qui explique la forte demande de
composition. Avec la croissance rapide du nombre de services fonctionnellement équivalents,
la qualité de service (QoS) est devenue un facteur important pour distinguer les services fonc-
tionnellement équivalents. Cependant, le défi de sélectionner le meilleur ensemble de services
à composer en tenant compte des contraintes globales de QoS imposées par l’utilisateur est
devenu un problème NP-difficile. Dans cette thèse, nous proposons (SC2N) un algorithme de
composition de services basé sur le réseau neuronal pour résoudre le problème de composition
de services sensible à la qualité de service dans le contexte d’environnements intelligents. Les
résultats de comparaison obtenus dans les scénarios de simulation démontrent que l’algorithme
SC2N est efficace en termes de temps de composition et d’utilité grâce à sa structure unique
et ses opérateurs; la phase Bias assure la diversité des compositions d’une génération à l’autre,
tandis que la phase opérateur TF rapproche les compositions de la meilleure composition en
termes de valeur d’utilité.

Mots clés: Environnements intelligents, composition de services, qualité de service (QoS),
contraintes globales, algorithme méta-heuristique, algorithme de réseau neuronal (NNA), algo-
rithme de composition de services basé sur le réseau neuronal (SC2N).

ABSTRACT

The smart environment is an ecosystem where users constantly interact with smart objects
(sensors, smartphones, devices, etc.) to improve their daily lives. This type of intelligence
requires the cooperation of several smart devices offering different services to satisfy the in-
creasing demand of the user, however, the user’s requirements often exceed a single service
which explains the great demand for the composition. With the rapid growth in the number
of functionally equivalent services, Quality of Service (QoS) has become an important factor
in distinguishing between functionally equivalent services. However, the challenge of selecting
the best set of services to compose taking into account the global QoS constraints imposed by
the user has become an NP-hard problem. In this thesis, we propose the Services Composition
algorithm based on Neural Network (SC2N) to solve the QoS-aware services composition prob-
lem in the context of smart environments. The comparison results obtained in the simulation
scenarios demonstrate that the SC2N algorithm is efficient in terms of composition time and
utility thanks to its unique structure and its operators; the Bias phase ensures the diversity of
the compositions from one generation to another, whereas the TF operator phase brings the
compositions closer to the best composition in terms of the utility value.

Keywords: Smart environments, services composition, Quality Of Service (QoS), global
constraints, meta-heuristic algorithm, Neural Network Algorithm (NNA), Services Composition
algorithm based on Neural Network (SC2N).


