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Abstract: Information extraction from multimedia content is a challenging task.

In this thesis, we present an architecture of multimedia contents classification sys-

tem that provides different phases to extract semantic information from broadcasted

streams, starting with the segmentation process, news topics extraction, and adver-

tisement detection and classification. Next, we give an extension to our framework

and describes an audio-based hybrid model for content classification combining differ-

ent deep neural networks with auto-encoder applied to advertisement detection in TV

broadcast. Our models achieve high levels of precision. The last contribution consists

of a distributed architecture based on the Kafka and Spark frameworks which offer

parallel processing of TV streams, we demonstrate through this work the scalability

and robustness of this architecture.

Keywords: Multimedia processing; Parallel processing; Deep learning; TV stream

analysis; News identification; Advertisement extraction; Media monitoring

x



Résumé : L’extraction d’informations à partir de contenus multimédias est une

tâche difficile. Dans cette thèse, nous présentons une architecture d’un système pour

la classification des contenus multimédia qui fournit différentes phases pour extraire

des informations sémantiques des flux diffusés, en commençant par le processus de

segmentation, l’extraction de sujets d’actualité et la détection des publicités. Ensuite,

on propose une extension de ce système consiste en un modèle hybride basé sur

l’audio pour la classification de contenu combinant différents réseaux de neurones

profonds avec un auto-encodeur appliqué à la détection de publicité diffusée sur la

télévision. Les modèles proposés ont atteint des taux de succès très élevés. La dernière

contribution consiste en une architecture distribuée basée sur les frameworks Kafka et

Spark qui offrent un traitement parallèle des flux TV, nous démontrons par ce travail

l’évolutivité et la scalabilité de cette architecture.

Mots clés : Multimedia processing; Parallel processing; Deep learning; TV stream

analysis; News identification; Advertisement extraction; Media monitoring
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CHAPTER I

Introduction

1.1 Motivation

Today, we are living in the multimedia information era where a huge amount of

multimedia content is generated every day. The most important provider of multi-

media information is the television that broadcasts content constantly. Such massive

multimedia data need to be stored, analyzed, and processed for further retrieval. A

multimedia content comes in various forms of video, image, audio, and text. The

analysis refers to extracting the semantic meaning of a multimedia document. This

usually involves segmenting it into semantically meaningful units, classifying each

unit into a predefined scene type, and indexing the document for efficient retrieval

and browsing [173].

With today’s 24/7 news and information cycle broadcasted on TV channels, com-

panies need to monitor everything about their brands, competitors, and industry

issues. Now it becomes essential to include broadcast monitoring in an integrated

media monitoring system that identifies and classify information in topics related to

the users interests. Another kind of information is the advertisement that is a major

source of marketing in recent years and considered important to promote the business.

Toward this goal, many systems have been proposed and we can group them

into two categories: The first consists of systems that search the closed-caption text

embedded in the TV news broadcast signal and deliver the closed-caption text joined

with a preview video of any news segments related to the users interests. These

systems process only visual features. The second category uses speech-to-text software
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to transcript the content of news programs and classifies the resulting text. Such a

system is an audio-based system and it can also be used to process radio news. Speech-

to-text software is more accurate for the English language and less so for the French

and Arabic languages.

In this thesis, we will investigate different approaches ranging from content seg-

mentation, image/audio hashing, and similarity distance, to deep learning-based

methods in order to employ the most cost-efficient solution related to our local con-

text.

1.2 Problem Statement

In this thesis, we show that there are significant challenges that must be addressed

in order to perform the task of multimedia content classification successfully. A TV

broadcast is composed of an audio-visual stream and a metadata stream. Metadata

provides textual information such as closed-caption [12]. Also, broadcasters embed

black frames in the stream to facilitate program segmentation. However, local TV

channels don’t use metadata or black frames embedding option in broadcasting pro-

cess.

Our target is to develop a deep learning based models and algorithms that effec-

tively capture streams, detect and classify both news and advertisement segments.

We focus on three challenging tasks:

1. Performing a segmentation of audio and video streams in order to identify news

or advertisements: In this problem, we are interested in capturing all news

segments broadcast from different channels,

2. Extracting and classifying news topics into a set of predefined categories: The

goal is to split the news broadcast into topics and extract the headlines from

the visual content, this applies to TV channels that do not embed text in the

broadcasted stream (MPEG-7),

3. Detecting and classifying advertising segments: We tackle the issue of media

monitoring in order to provide a fast audit of all advertising activities for com-

panies and their competitors.

2



1.3 Contributions

This thesis contributes at different levels of multimedia content classification fields.

Our main contributions are listed below:

� Fast and smart object proposals for object detection: Object localization plays

an important role in object detection and classification. In the last years, sev-

eral methods have shifted from sliding windows techniques to object proposals

techniques. The latter produces a small set of windows submitted to an object

classifier to reduce the computational time. In this paper, we propose a fast

unsupervised method that combines the edge feature and saliency map to gener-

ate less than hundred bounding boxes from the processed image. Our approach

exploits a number of rules based on edges information plus saliency regions to

decide if an object is present in a window. We have carried out several exper-

iments to validate our approach on the ImageNet dataset and obtained very

promising results.

� Object detection in images based on homogeneous region segmentation: Most

popular approaches in the segmentation/object detection tasks use sliding-

window or super-pixel labeling methods. The first method suffers from the num-

ber of window proposals, whereas the second suffers from the over-segmentation

problem. To overcome these limitations, we present two strategies: the first one

is a fast algorithm based on the region growing method for segmenting images

into homogeneous regions. In the second one, we present a new technique for

similar region merging, based on a three similarity measures, and computed

using the region adjacency matrix. We have evaluated all of these methods and

compared to other state-of-the-art approaches that were applied on the Berke-

ley image database. The experimentations yielded promising results and would

be used for future directions in our work.

� Real time TV Content Analysis for Multimedia Monitoring System: Media mon-

itoring plays an important role in the success of companies by protecting their

corporate, staff, and brand reputation. With the emergence of ICT, monitoring

has emerged as an inevitable means of covering various fields of media: newspa-

3



pers, online news, broadcast news (TV, radio), and social networks. Companies

need a 360-degree view of media sources in near real-time that reports what’s

going on. In this work, a multimedia monitoring system has been proposed to

manage multimedia information (textual, audio, and video news). The moni-

toring process is fully described and the automatic processing has been detailed.

Also, in order to enhance the video description in our production system, we

suggest adding a text recognition tool. The system has been evaluated and given

promising results. However, more improvements can be done in the future.

� A Deep Hybrid Model for Advertisement Detection in Broadcast TV and Ra-

dio Content: Advertisement detection and classification in electronic media

(TV and radio) is an essential part of a media monitoring system and is very

useful for companies that work in a competitive environment. Advertisement

detection entails a number of difficulties including, unbalanced data, misclas-

sification caused by outliers and variation in loudness levels between TV and

radio channels. To overcome these challenges, we propose a Deep Hybrid Model

(DHM-ADS) for advertisement detection. We conduct several experiments by

combining different methods: deep neural network models (ANN, CNN, and

RNN) with dynamic time warping and multi-level deep neural networks such

as autoencoders. The evaluation shows that the LSTM autoencoder combined

with ANN classifier gives the best result for advertisement detection in TV and

radio broadcast.

1.4 Thesis Organization

This thesis is organized as follows. In Chapter 2, we provide an introduction to

multimedia content processing techniques, describing segmentation and classification

approaches. We focus on reviewing conventional and deep learning methods for data

classification. Also, we describe the multimedia processing on the cloud. In Chapter

3, we present a description of the proposed framework for multimedia content classifi-

cation which is the main framework of our contribution, the architecture is described

for each components. In Chapter 4, we extend our studies to deep learning based

models for audio content classification. We focus on issues such as outliers detection

4



and unbalanced data. We give solution for each problem. In Chapter 5, we highlight

another contribution where we focus on the scalability of our proposed models. We

present a distributed deep learning model for a real-time TV and radio monitoring

system. In Chapter 6, we list our contributions included in this thesis. In Chapter

7, we give a summary of works done in this thesis followed by a discussion on future

work.
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CHAPTER II

Background

In this chapter, we introduce multimedia content processing techniques related

to our domain. To this end, we provide a state of the art of segmentation and

classification methods used for image, audio, and video content. Also, we provide

details on cloud architectures for multimedia processing.

2.1 Multimedia Content Segmentation

Multimedia content segmentation is a very important task in computer vision. It

consists of breaking up an audio-visual stream into manageable chunks of data, where

each chunk shares certain consistent properties [147]. It has become a key technique

for semantic content extraction and plays an important role in multimedia content

processing [88]. Video content segmentation and categorization can be applied to

a number of application areas such as broadcast content indexing, and monitoring

broadcast content [118]. In order to perform multimedia content segmentation various

low-level audio and/or video based features can be exploited [97].

The main aim of this work is to research an automatic and semantic segmentation

solution that extracts news topics and advertisement segments from the multimedia

content (TV broadcast). Afterward, the extracted segments will be classified using

pre-trained datasets.

A video is a set of temporally ordered images [163] also called frames. The struc-

ture of a video consists of frames, shots, and scenes [81]. Figure 2.1 shows the video

structure. Image segmentation plays an important role in many applications [44].
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It can be formulated as a classification problem of pixels with semantic labels or

partitioning of individual objects [109].

Figure 2.1: Hierarchical structure of video content [146].

A video frame represents the visual perception of an object localized at a specific

time [1]. A shot is a set of one or more frames grabbed continually, and these frames

symbolize an incessant action in time and space [15]. Shots is considered the elemen-

tary units of a video content [112]. A scene is a group of contiguous shots captured

from multiple camera angles in one place in a period of time [94].

Automatic video content analysis needs a shot boundary detector used in order to

perform a temporal video segmentation. The boundary between two consecutive shots

is identified by a hard or soft transition. Hard transition occurs when two successive

shots are concatenated directly without special effects. This type of transition is

known as a cut or abrupt transition. Soft transition occurs when two shots are

combined by utilizing special effects throughout the video production [1].

The previous works concern the usual video segmentation process. However, The

TV stream segmentation is different, the video content is composed of a series of

heterogeneous programs breaks without markers at the signal level [68]. The segmen-

tation of TV content is called a TV stream macro-segmentation, its objective is to

segment the stream into programs. Macro-segmentation algorithms generally rely on

detecting inter-programs (IP), which include commercials, trailers, and jingles [83].

Figure 2.2 gives an overview of TV stream segmentation.
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Figure 2.2: Overview of TV stream segmentation [101].

The literature review shows that two main categories of approaches were proposed

for tv stream segmentation [68]. The first one is metadata-based and consists in

analysis of metadata embeded in TV broadcast such as closed caption, electronic

program guide (EPG), and the event information table (EIT). EPG metadata includes

information about TV programs such as title, genres, cast, date, and time [144]. The

second one is content-based and can be done by searching the program boundaries or

detecting breaks between programs.

Among the metadata-based category of methods those who use the EPG meta-

data [96, 119]. However, the content of EPG is often erroneous and not up to date

[76]. More recent works use closed caption text to identify the story boundaries such

as in [96, 42] that proposed a deep neural network. Although, the closed caption

text suffers due to dynamic scheduling of TV programs [168, 76]. In cases of non-

availability of closed caption text, automatic speech recognition (ASR) is used to

transcribe the speech associated with video shots [75]. Another constraint on the use

of metadata is that laws in most Asian or African countries do not mandate such in-

clusion of metadata with broadcast [29]. On the other hand, researchers have focused

on content-based methods for broadcast segmentation [184].
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Content-based methods analyze the audio and video signals in order to discover

the high-level structure of the stream [102]. Video segmentation is also called TV

broadcast structuring, which consists in automatically determining the boundaries of

programs [144]. Berrani & al. [12] classified these methods into two classes: inter-

programs based methods and reference database based methods.

Inter-programs based methods use advertisements, trailers, monochrome frames,

and scene breaks to determine the boundaries of each program. Pinquier and Andre-

Obrecht [122], detect and locate one or many jingles to structure the audio dataflow in

program broadcasts. Manson and Berrani [102] have proposed an automatic system

for TV broadcast structuring. It is based on studying repeated sequences in the TV

stream in order to segment it. Segments are then classified using an inductive logic

programming-based technique that makes use of the temporal relationships between

segments. Metadata are finally used to label and extract programs using simple

overlapping-based criteria.

Reference database based methods use a set of audio/video sequences stored in a

database and exploited during the matching process or training phase for predicting

of the boundaries. El-Khoury et al. [39] proposed a generic method that chunk

any audiovisual content into homogeneous segments and experimented it for shot

boundary detection. Zlitni and Mahdi [185] proposed a visual grammar approach for

the identification of TV programs. However, the benchmark needs to be up-to-date.

In [61], Hmayda et al. proposed an automatic approach to determine the TV stream

using a sparse auto-encoder as an extractor of characteristics corresponding to visual

jingles for training the classifier of a video category.

In the real world context, some national TV channels don’t follow the specifica-

tion of the domestic video programme delivery. For that, the segmentation algorithms

should be adapted to the specificity of each country. Among the recent proposed work,

we can mention that published by Raghvendra and Prithwijit [76]. They proposed a

modular and scalable framework and software architecture for the broadcast segmen-

tation system for deployment on a computation cluster. This involves scheduler based

recording module and broadcast segmentation module. The software was deployed on

a cluster of nine desktops and one workstation. The system was used for round the

clock processing of three Indian English news channels. The experimentation shows
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the feasibility of the proposed system for the task of broadcast segmentation.

2.2 Multimedia Content Classification

Multimedia content (Video) classification concentrates on automatically labeling

video clips based on their semantic contents like human actions or complex events

[165]. Conventional multimedia content classification methods either use text, audio,

or image features [128]. However, most methods are based on visual video features,

either used alone, or in combination with text or audio features [16]. For the task of

multimedia content classification, mostly of research has the intent of classifying an

entire video, others authors have focused on classifying segments of video especially

for TV stream [182]. The experiments attempt to classify programs by gender, ad-

vertisements by advertiser, and distinguish between different news segments within a

news broadcast (news topics extraction).

In [16], authors divided the video classification approaches on four groups: text-

based approaches, audio-based approaches, visual-based approaches, and multimodal

approaches. The text-based approaches exploit two sources of information. the first

one identifies text objects viewable in video and use the optical character recognition

(OCR) to convert these objects to usable text [57]. The second one uses the speech

recognition methods to transcript the speech into text, this generally correspond to

the closed captions or subtitles found on bottom of screen in a TV stream.

Audio-based approaches isolate the audio content of the video, followed by the

extraction of audio features for classification. They use either time or frequency

domain features [33]. Both time and frequency domains are studied and developed

for audio fingerprinting tasks. The time domain features are as follows [4]:

� Zero-crossing rate (ZCR), is the number of signal amplitude sign changes per

frame. Unvoiced speech has a low volume but a high ZCR [151]. It can be

determined by the following formula:

ZCRt =
1

2

N∑
n=1

|sign(x[n])− sign(x[n− 1])| (2.1a)

Where the function is 1 for positive arguments and 0 for negative arguments
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and is the time domain signal for frame t.

� Short-time energy (STE), is the energy of a short voice signal segment [172]

used to estimate the loudness. STE is defined as follows:

STEn =
∞∑

n=−∞

[x(m)w(n−m)]2 (2.2a)

Where w(n) represent the windowing function and n is the shift in number of

samples at which we want to determine the short time energy.

The frequency domain is based on energy distribution across frequency compo-

nents. The frequency centroid approximates brightness, and is the midpoint of the

spectral energy distribution [33]. An audio signal in the time domain can be trans-

formed to the frequency domain using the Fourier transform. Features capture tem-

poral and spectral characteristics of the audio signal and discriminate acoustically

different sound types [153]. The following subsections describe the well known audio

descriptors.

� Mel-frequency Cepstral Coefficients (MFCC) is derived from the human per-

ceptual system and successfully applied for speech and music recognition. It

consists of filtering acoustic signal by non-linear mel-scale triangular filters and

computing the Discrete Cosine Transform (DCT) [65]. Steps involved in MFCC

are Pre-emphasis, Framing, Windowing, Fast Fourier transform, Mel frequency

filter bank, and computing DCT. We can approximate the Mel frequency f by

the following formula:

Mel(f) = 2595 ∗ log10(1 + f/700) (2.3a)

� Spectral Flux (SF) is a measure of how quickly the magnitude of the power

spectrum is changing. It’s used for speech or music discrimination in automatic

audio classification systems [166]. Spectral flux is defined as the Euclidean

distance between successive spectral frames, It can be computed by the following
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formula:

SF (t) =

(∑
k

|X(t, k)−X(t− 1, k)|2
)1/2

(2.4a)

Where X(t,k) represents the magnitude of bin number k of frame t.

� Spectral Centroid (SC) is defined as a point in the signal’s spectrum with dom-

inant frequencies. A higher centroid values correspond to “brighter” textures

with high frequencies [151].

SCt =

∑N
n=1Xt[n] ∗ n∑N

n=1Xt[n]
(2.5a)

Xt[n] is the magnitude of the Fourier transform at frame t and frequency bin n.

� Spectral Roll-Off (SRO) is the measure of skewness of the signals frequency

spectrum. It is used to distinguish voiced from unvoiced speech and music [151].

The roll-off Rt is defined as the frequency below which 85% of the accumulated

magnitudes of the spectrum is concentrated. The formula is as follows:

Rt∑
n=1

|Xt[n]| ≤ 0.85

N/2∑
n=1

|Xt[n]| (2.6a)

For the visual-based approaches, classification is done by analyzing the frames

within a video. The features can be extracted from the video or images [80]. Features

are designed global or local. Global features are computed from the entirety frame,

such as Local Binary Pattern LBP) [114] and Histogram of Oriented Gradients (HOG)

[32]. Local features describe the points of interest called keypoints, they are discovered

by detectors such as FAST [132], SURF [11], Harris [56], etc. These keypoints will be

represented with a feature vector by a descriptor such as SIFT [98], BRIEF [19], and

others. Extracted features are then encoded to produce a global descriptors which is

able to aggregate all features with bag of words [181] that are used to train a support

vector machines classifier to label the video.

LBP is computed as follows: for each pixel c, the 8 neighbours of the center pixel

are compared with the pixel c and the neighbours p are assigned a value 1 if p ≥ c.
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The equation 2.7 is given in [114]. This process is applied across the whole image.

LBPP,R =
P−1∑
p=0

s(gp − gc)2
p (2.7a)

Where gc is the gray value of pixel center and gp the gray values of the circularly

symmetric neighborhood, s is the sign value (1 or 0).

HOG is a global feature and can be used to describe the structure of the object

such as people, vehicle, etc. Five steps are required to compute the HOG feature:

1. Preprocess the image by resizing and color normalization

2. Compute the gradient vector of every pixel, as well as its magnitude and direc-

tion

3. Divide the image into many 8x8 pixel cells. In each cell, the magnitude values

of these 64 cells are binned and cumulatively added into 9 buckets of unsigned

direction

4. Slide a 2x2 cells block across the image. For each block, 4 histograms of 4 cells

are concatenated into one-dimensional vector of 36 values and then normalized

to have an unit weight

5. Concatenate all the bloc vectors

FAST is a corner detection method, which could be used to extract feature points

and later used to track and map objects in many computer vision tasks. The detection

process1 is as follows:

1. Select a pixel p in the image which is to be identified as an interest point or

not. Let its intensity be Ip

2. Select appropriate threshold value t

3. Consider a circle of 16 pixels around the pixel under test

1https://docs.opencv.org/master/df/d0c/tutorial_py_fast.html
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4. The pixel p is a corner if there exists a set of n contiguous pixels in the circle

(of 16 pixels) which are all brighter than Ip + t, or all darker than Ip − t

SIFT is an algorithm used to detect and describe local features in images2. It

locates certain keypoints and then furnishes them with quantitative information called

descriptors. It can be used for object recognition. The descriptors are supposed to be

invariant against various transformations such as scale and rotation. The algorithm

can be decomposed into five steps3:

1. Scale-space peak selection: Potential location for finding features

2. Keypoint Localization: Accurately locating the feature keypoints

3. Orientation Assignment: Assigning orientation to keypoints

4. Keypoint descriptor: Describing the keypoints as a high dimensional vector

5. Keypoint Matching

Each modality of features has their advantages and disadvantages. To overcome

weaknesses of each, researchers proposed multimodal-based approaches. In [126], Qi

et al. use audio, visual, and textual features to classify news streams into genres

of news stories. Audio and visual features are utilized to segment and group video

shots into scenes. Text is extracted through closed captions using OCR technique.

Another work by [160], classify news video into one of ten categories using text fea-

tures extracted by speech recognition software and combined with the audio features

represented by the MFCC combined with others audio features, all these audio fea-

tures are extracted from one second clips. The classification was done using an SVM

classifier.

There are several studies that have attempted multimedia content classification

using different modalities of signals. These methods can be classified into three cate-

gories: fingerprint-based methods, distance-based methods, and deep learning meth-

ods. We review briefly these methods as follows:

2https://en.wikipedia.org/wiki/Scale-invariant_feature_transform
3https://medium.com/data-breach/introduction-to-sift-scale-invariant-feature-transform-65d7f3a72d40
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2.2.1 Fingerprint-based Methods:

Fingerprinting is known as perceptual hashing or content-based media identifica-

tion, is receiving increased attention [73]. Deriving compact signatures from complex

multimedia objects is an essential step in Multimedia Information Retrieval. Fin-

gerprinting can extract information from the audio signal at different abstraction

levels, from low level descriptors to higher level descriptors [21]. Perceptual hashing

techniques can be used for both image and audio identification.

Automatic identification of ads content within TV streams is a classification prob-

lem and can be resolved using a compact signature and a distance metric. Generally,

this technique is used to detect repeated objects such as identify the presence or ab-

sence of an ads content [60]. Two signatures can be used: audio fingerprint [14, 141]

and perceptual hashing [154]. The audio signatures are used to efficiently process the

audio stream (Radio) and audio-visual streams (TV). This approach assumes that

repeated objects contain both same visual and same audio information [90]. Other

works use the video frame information and the audio change information to resolve

this issue such as proposed in [37].

Perceptual hashing use a cryptographic function that can be categorized into

unkeyed hash functions and keyed hash functions [106]. An unkeyed hash function H

generates a hash value h from an arbitrary input x. A keyed hash function generates

a hash value h from an arbitrary input x and a secret key k. Keyed hash functions are

also called message authentication codes. Perceptual hash functions can be used for

many applications such as image spam detection, searching the internet for copyright

violations or maintaining databases of illegal content, etc.

Cano [20], in his dissertation which deals with the issue of content based audio

search, he has proposed several audio fingerprinting frameworks related to the usage

modes such as identification of recordings, integrity verification (detection alteration

of data), Watermarking support (verify the authenticity), and content-based audio

retrieval and processing. He concludes that the different audio fingerprinting systems

can be explained with respect to a general fingerprinting framework.

Wu and Satoh [164] proposed a fast and unsupervised system based on exact-

duplicate matching detected and localized TV commercials in a video stream, clus-

tered the exact duplicates, and detected duplicate exact-duplicate clusters across
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video streams. The used algorithm is based on a new bag-of-fingerprints model. It

is robust against decoding errors. Testing using ten-hour, one-month, and five-year

video streams demonstrated the effectiveness and efficiency of this system.

Vega et al. [154] performed a benchmarking process of the four most know, avail-

able, and free perceptual image hashing algorithms to determine their efficiency. The

evaluation results suggested that employing just a sample frame to identify a video is

possible, due that the obtained success rate was upper than 98.22% using perceptual

hashing (PHASH) with hamming distance of 6.

2.2.2 Distance-based Methods:

The simplest way to measure similarity between audio sequences is to use a dis-

tance such as the euclidean distance [10], mean distance [87], edit distance [27], and

dynamic time warping [79]. To compare two perceptual hashes appropriate measures

must be used. The most used are the hamming distance [55], the bit error rate [169],

and the peak of cross correlation [155].

The hamming distance measures the difference of two strings that can be binary

coded numbers, numbers, or alphabets. a XOR operation can be used to calculate

the hamming distance for binary coded numbers. The bit error rate is defined as the

rate at which errors occur in a transmission system and can be directly translated

into the number of errors that occur in a string of stated number of bits [156]. The

peak of cross correlation correspond to a function that determines how much the two

signals are shifted each others.

Most time series data mining algorithms require similarity comparisons as a sub-

routine [127], and despite consideration of dozens alternatives, there is increasing

evidence that the dynamic time warping is the best measure in most domains [35].

2.2.3 Deep Learning Methods:

Several studies have shown promising results by applying machine learning clas-

sifiers to various audio and visual features [17]. Recent advances in deep learning for

image [135] and speech [51] domains have motivated techniques to learn robust video

feature representations to effectively exploit abundant multimodal clues in video data

[165]. In this subsection we review three categories of deep learning algorithms for
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video/multimedia classification that are supervised, semi-supervised and unsuper-

vised deep learning.

Neural Networks are multi-layer networks of neurons consisting of nodes which

are used for classification and prediction of data provided as input to the network.

There is an input layer, one or many hidden layers and an output layer[139]. All the

layers have nodes and each node has a weight which is considered while processing

information from one layer to the next layer. Each neuron includes a bias and an

activation function. Figure 2.3 shows a simple neural network with five inputs, 5

outputs, and two hidden layers of neurons4.

Figure 2.3: Neural network with two hidden layers.

In Neural networks, activation functions are a crucial component. They deter-

mine the output of a deep learning model, its accuracy, and also the computational

efficiency of training a model. Generally, activation functions can be divided into lin-

ear and non-linear [128]. The most popular activation functions are Sigmoid, TanH,

ReLU, and Softmax.

4https://towardsdatascience.com/understanding-neural-networks-19020b758230
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The sigmoid function is a non-linear activation function in the field of neural network.

It projects the input into the range of 0 to 1 [18]. The mathematical expression of

this function is as follows:

f(x) =
1

1 + e−x
(2.8a)

Where x is the input and f is the output, and e is the standard exponential.

The hyperbolic tangent (TanH) activation function is also like logistic sigmoid but

the output is from the range of -1 to 1. It’s mainly used for binary classification, and

we can compute it by the following equation:

f(x) =
2

1 + e−2x
− 1 (2.9a)

Where x is the input and f is the output, and e is the standard exponential.

The rectified linear units function (ReLU) is a piecewise linear function that will

output the input directly if it is positive, otherwise, it will output zero. It’s defined

by the following function:

f(x) = max(0, x) (2.10a)

Where x is the input and f is the output.

The softmax function is the best choice for a multi-class problems [18]. It calculates

the probability distribution over N different events. The mathematical formulation

of this function is as follows:

F (eXi) =
eXi∑K
j=1 e

Xj

, i = 1, 2, ..K (2.11a)

Where X is the input vector to the softmax function, e is the standard exponential

function, and K is the number of classes in the multi-class classifier.
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The activation functions have the capability to improve the learning of the patterns

in data thereby automating the process of features detection and justifying their use

in the hidden layers of the neural networks, and usefulness for classification purposes

across domains [113].

2.2.3.1 Supervised Learning

With deep learning models, a video clip is processed as a collection of frames, and

then for each frame, feature representation could be derived by running a feed-forward

pass till a certain fully-connected layer with state-of-the-art deep models pre-trained

on different datasets such as ImageNet [34, 84], VGGNet [140], GoogLeNet [148], and

ResNet [58].

A convolutional neural network (CNN) is a class of deep neural models, com-

monly applied in computer vision tasks such as image recognition, object-detection,

and video classification [149, 77]. CNN model operate in a feed-forward manner,

computation flows from the input layer to the output layer. Mona Ramadan [128]

presented the topology of a CNN with the main building blocks like shown in Figure

2.4.

Figure 2.4: CNN topology with the main building blocks.
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AlexNet is a CNN model designed by Alex Krizhevsky and competed in the ImageNet

Large Scale Visual Recognition Challenge (ILSVRC) on September 2012. The model

is shown in Figure 2.5, it consists of five convolutional layers, some of which are

followed by max-pooling layers, and two globally connected layers with a final 1000-

way softmax. On test data, the model achieved top-1 and top-5 error rates of 39.7%

and 18.9% which is considerably better than the previous state-of-the-art results [84].

Figure 2.5: Architecture of AlexNet.

VGGNet is another CNN model proposed by Karen Simonyan and Andrew Zisserman

from University of Oxford (Visual Geometry Group) in 2014 [140]. The macroarchi-

tecture of VGGNet can be seen in Figure 2.6. Performance achieved at a single test

scale are top-1 error of 25.5% and top-5 error of 8.0%. At multiple test scales, VGG

got a top-1 error of 24.8% and a top-5 error of 7.5%. It achieved second place in the

2014 ImageNet competition with its top-5 error of 7.3%.
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Figure 2.6: Architecture of VGGNet.

GoogLeNet from Google and is composed of 22 layers deep network and uses 9

inception modules, Szegedy et al. [148] introduced the Inception module inspired

from Hebbian principle (neurons that fire together wire together). A schematic view

of the inception module [148] is depicted in Figure 2.6. It was the winner of the

ILSVRC 2014 competition and achieved a top-5 error rate of 6.67% in classification

task.

Figure 2.7: Inception module used in GoogLeNet.

ResNet (residual network) proposed by Kaiming He et al. [58] from Microsoft
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Research, they introduced the concept called Residual Network to solve the problem

of the exploding gradient. The ResNet architecture is composed of a stack residual

blocks where every residual block has two 3x3 convolutional layers, Figure 2.8 shows

the residual block5. The Network consists of up to 152 layers by learning the residual

representation functions instead of learning the signal representation. It was the

winner of ILSVRC 2015 in image classification, detection, and localization.

Figure 2.8: ResNet block illustration.

There are some other variants of CNN models that have been introduced. Al-

though instead of CNN, recurrent neural network (RNN) becomes a much more suit-

able choice for times series [64]. Some of specially designed RNN cells, like Long-Short

Term Memory (LSTM) [62], have achieved impressive performance gains on several

natural language processing (NLP) tasks and on movie genre classification [40]. There

are two popular topology of RNN, Elman and Jordan networks (see the following fig-

ure 2.9). In the Elman network, the hidden layer feeds a state layer of context nodes

that retain memory of past inputs. A single set of context nodes exists that maintains

memory of the prior hidden layer result. For the Jordan network, It’s different in that

instead of maintaining history of the hidden layer they store the output layer into the

state layer [100].

5http://d2l.ai/chapter_convolutional-modern/resnet.html
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Figure 2.9: Simple RNN topology - Elman & Jordan.

The two networks can be trained through standard back-propagation, and each

has been applied to sequence recognition and natural language processing [100].

2.2.3.2 Semi-Supervised Learning

Semi-supervised learning is a method that combines both labeled and unlabeled

data to train the network [111]. Recently, semi-supervised methods focused on finding

latent representations of the input data for features extraction. A prominent example

of this is the autoencoder. Autoencoders attempt to find a lower-dimensional repre-

sentation of the input space without sacrificing substantial amounts of information

[152]. The most popular autoencoder introduced by Vincent et al. [157] is the de-

noising autoencoder that is trained on noisy versions of the input data, penalizing

the reconstruction error of the reconstructions against the noiseless originals.

Jing et al. [71] proposed a semi-supervised learning approach for video classi-

fication using CNN. This approach trains network from a small number of labeled

examples and exploits two regulatory signals from unlabeled data. The first signal is

the pseudo-labels of unlabeled examples computed from the confidences of the CNN
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being trained. The other is the normalized probabilities, as predicted by an image

classifier CNN, that captures the information about appearances of the interesting

objects in the video. Authors show that, under the supervision of these guiding

signals from unlabeled examples, a video classification CNN can achieve impressive

performances utilizing a small fraction of annotated examples.

Facebook AI team is developing a new model training technique called semi-weak

supervision that is a new way to combine the merits of two different training methods:

semi-supervised learning and weakly supervised learning. It opens the door to creating

more accurate, efficient production classification models by using a teacher-student

model training paradigm and billion-scale weakly supervised data sets [66].

2.2.3.3 Unsupervised Learning

In supervised learning methods, scaling up a high number of classes requires an

insurmountable annotation efforts. Therefore the use of unsupervised learning is a

promising way to overcome this issue. Srivastava et al. [145] proposed an encoder-

decoder based on LSTM to learn feature representations in an unsupervised way and

pre-trained on YouTube data without manual labels, and then fine-tuned on standard

benchmarks to recognize actions. They conclude that their model give any significant

improvements in terms of classification accuracy after finetuning, however they did

give slightly lower prediction error.

In [131], authors proposed a multi-view unsupervised deep learning methodol-

ogy for novelty-based highlight detection. The method jointly analyses both game

footage and social signals such as the players facial expressions and speech, and shows

promising results for generating highlights on streams of popular games such as Player

Unknown’s Battlegrounds.

2.2.3.4 Imbalanced Data

In a classification task with supervised learning, researchers may be facing a prob-

lem of imbalanced classes in the training data. It means that some classes have a lower

number of samples than others. Effective classification with imbalanced data is an

important area of research [72]. There are two main methods addressing class imbal-

ance include undersampling and oversampling, they modify the training distributions
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in order to decrease the level of imbalance.

Undersampling method discards observations (data) from some class, reducing the

total amount of information that the model has to learn from. Unfortunately, there

is a high possibility that the deleted data may contain important information about

the predictive class. Oversampling method increase the number of observations which

are just copies of existing samples. The oversampling may cause an overfitting of the

training data.

A variety of intelligent sampling methods for deep learning models have been de-

veloped in an attempt to balance these trade-offs. Hensman and Masko [59] show

that oversampling is a viable way to counter the impact of imbalances in the training

data. Lee et al. [85] incorporate transfer learning by pre-training CNN with class-

normalized data and fine-tuning with original data, and showed superior classification

accuracy. Pouyanfar et al. [124] introduce a new dynamic sampling technique that

adjusts the class distribution of the training samples according to class-wise perfor-

mance.

2.2.3.5 Outliers detection

Deep learning-based models are used to overcome some of the limitations of the

hand-crafted features [108], but in the context of electronic media, they suffer from

the presence of outliers and that leads to misclassification. A common problem that

researchers face when analyzing real-world datasets is determining which instances of

the processed data stand out as being dissimilar to the trained data. Such instances

are known as outliers or anomalies.

Chalapathy et al. [24] proposed a one-class neural network (OC-NN) model to

detect anomalies in complex datasets. To train their network, they use a loss function

inferred from a one-class SVM (OC-SVM) that was proposed by Scholkopf & Smola

[137]. The autoencoder is a fundamental deep learning approach to anomaly detection

[107]. A typical autoencoder network includes two phases: an encoder that transforms

the input data into a lower dimensional representation and a decoder, that tries to

reconstruct the original input data [53].

The autoencoder is trained by minimizing the reconstruction error between input

and output data [78]. Figure 2.10 shows an autoencoder neuronal network [167].
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Figure 2.10: An architecture of autoencoder neural network.

Mathematically an autoencoder can be represented by the following functions [78]:

f1 : X → X̂ (2.12a)

f2 : min(X, X̂) (2.12b)

Where X is the input data, X̂ is the reconstructed data, f1 denotes the prediction X̂,

and f2 denotes the minimized loss function.

2.3 Multimedia Processing in Cloud

The amount of multimedia data delivered by media such as television is increasing

every day. This considerable size of video data poses significant challenges for video

management and mining systems that require powerful machines to deal with large-

scale video data [5]. An efficient solution is necessary to store and analyze this

large volume of video data for extracting information. Designing such a system and

providing its required computing power are challenging using traditional computing
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paradigms [115]. Recently, researchers have been attracted by the efficient services

provided by the cloud frameworks.

2.3.1 Cloud Architecture

In this sub-section, we present an overview of the cloud architecture and cloud

services. Figure 2.11 shows the cloud computing reference architecture designed by

the NIST6 agency. It defines five major actors: cloud consumer, cloud provider, cloud

carrier, cloud auditor and cloud broker.

Figure 2.11: Cloud architecture [95].

Where each actor is an entity (a person or an organization) that participates in a

transaction or process and/or performs tasks in cloud computing [95]. The five actors

of cloud computing are defined as follows:

� Cloud Consumer: A person or organization that maintains a business relation-

ship with, and uses service from, Cloud Providers.

� Cloud Provider: A person, organization, or entity responsible for making a

service available to interested parties.

6National Institute of Standards and Technology, a US Federal government agency responsible
for developing technology standards and guidelines
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� Cloud Auditor: A party that can conduct independent assessment of cloud

services, information system operations, performance and security of the cloud

implementation.

� Cloud Broker: An entity that manages the use, performance and delivery of

cloud services, and negotiates relationships between Cloud Providers and Cloud

Consumers.

� Cloud Carrier: An intermediary that provides connectivity and transport of

cloud services from Cloud Providers to Cloud Consumers.

The cloud model defined by the NIST agency is composed of five essential char-

acteristics, which are:

� On-demand self-service: A consumer can unilaterally provision computing ca-

pabilities, such as server time and network storage, as needed automatically

without requiring human interaction with each service provider.

� Broad network access: Capabilities are available over the network and accessed

through standard mechanisms that promote use by heterogeneous thin or thick

client platforms (e.g., mobile phones, tablets, laptops, and workstations).

� Resource pooling: The provider’s computing resources are pooled to serve mul-

tiple consumers using a multi-tenant model, with different physical and virtual

resources dynamically assigned and reassigned according to consumer demand.

There is a sense of location independence in that the customer generally has no

control or knowledge over the exact location of the provided resources but may

be able to specify location at a higher level of abstraction (e.g., country, state,

or datacenter). Examples of resources include storage, processing, memory, and

network bandwidth.

� Rapid elasticity: Capabilities can be elastically provisioned and released, in

some cases automatically, to scale rapidly outward and inward commensurate

with demand. To the consumer, the capabilities available for provisioning often

appear to be unlimited and can be appropriated in any quantity at any time.
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� Measured service: Cloud systems automatically control and optimize resource

use by leveraging a metering capability10 at some level of abstraction appro-

priate to the type of service (e.g., storage, processing, bandwidth, active user

accounts). Resource usage can be monitored, controlled, audited, and reported,

providing transparency for both the provider and consumer of the utilized ser-

vice.

There are three models of cloud computing: public, private, and hybrid clouds.

Public cloud models offer their services to all users over the internet. Private cloud

models are dedicated to one organization or business, and often have much more spe-

cific security controls than a public cloud. Hybrid cloud models are a blend of public

and private clouds. This is a more complex cloud model in that the organization must

manage their ressources. Cloud computing services fall into three main categories:

infrastructure as a service (IaaS), platform as a service (PaaS), and software as a

service (SaaS).

IaaS provides virtual infrastructure as well as actual hardware for managing the

storage, virtual machines, and virtual network over the Internet. In PaaS, The cloud

provider manages and delivers programming languages, frameworks, libraries, ser-

vices, and tools for customers to create and deploy applications. SaaS provides a

complete software solution on a pay-as-you-go basis [115].

2.3.2 Video Analytics in Cloud

There are many techniques proposed for video analytics in cloud infrastructure,

we review some of them:

Tariq Abdullah et al. [2] designed a framework for stream processing in clouds capable

of detecting vehicles from the recorded video streams. The framework was developed

on a GPU cluster with two GPUs and the results showed performance gain of 14

times when compared with one human operator doing the same analysis. Also, a

CPU implementation of the framework yielded 4 times of analysis time improvement.

Ashiq Anjum et al. [7] proposed a cloud based video analytics framework for scalable

and robust analysis of video streams. The framework empowers an operator by au-
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tomating the object detection and classification process from recorded video streams.

An operator only specifies an analysis criteria and duration of video streams to anal-

yse. The streams are then fetched from a cloud storage, decoded and analysed on

the cloud. The framework executes compute intensive parts of the analysis to GPU

powered servers in the cloud.

Yaseen et al. [174] proposed a cloud-based video analytics system that use convolu-

tional neural networks whose parameters are optimally tuned for accurate classifica-

tion of objects from video streams. The system learns features from large amounts of

input data by performing training in parallel on a multi-node cluster. The proposed

system proved to be robust to classification errors with an accuracy and precision of

97% and 96% respectively. Several factors contributed to achieve high accuracy such

as optimal selection of learning rate, regularization, normalization and optimization

algorithms.

Lin Feng-Cheng et al. [93] proposed a cloud-based face video retrieval system with

deep learning. A dataset is collected and pre-processed. Blurry images are removed,

and face alignment is implemented on the remaining images. The dataset is con-

structed and used to pre-train the CNN models (VGGFace, ArcFace, and FaceNet)

for face recognition. The results of these three models are compared and the most

efficient one was choosed to develop the system.

Daniel Pop [123] investigated how cloud computing paradigm impacted the field of

machine learning. He gives a review of popular statistics tools and libraries deployed

in the cloud. After, he listed existing tools that allow users to create a Hadoop

cluster in the cloud and run jobs on it. Also, he presented libraries of distributed

implementations for machine learning algorithms. Lastly, he gives a survey of machine

learning as Software-as-a-Service. Daniel Pop synthesized the literature as follows:

� Existing programming paradigms for expressing large-scale parallelism such as

MapReduce and the Message Passing Interface are defacto choices for imple-

menting machine learning algorithms.

� Machine Learning in distributed environments come in different approaches,
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offering viable and cost effective alternatives to traditional machine learning

and statistical applications, which are not focused on distributed environments.

� Existing solutions target either experienced, skilled computer scientists, mathe-

maticians, statisticians or novice users who are happy with no (or few) possibil-

ities to tune the algorithms. Ens-user support and guidance is largely missing

from existing distributed machine learning solutions.

In [28], Tse-Shih Chen et al. proposed a Platform-as-a-Service architecture to conduct

large scale video analysis in more systematic and efficient ways. They presented the

construction and implementation steps of a real-world video analysis service that have

successfully integrated over 25 thousands of surveillance devices throughout the city

and have proven that their solution can dramatically reduce human resource needed

for video scanning.

Recently, many applications such as surveillance and traffic control that process a

huge amounts of data generated by cameras have migrated to edge computing for his

ability to perform real-time analysis of videos. Jianguo Chen et al. [26] proposed a

distributed intelligent video surveillance system that uses deep learning algorithms

and deployed it in an edge computing environment. The system can migrate com-

puting workloads from the network center to network edges to reduce huge network

communication overhead and provide low-latency and accurate video analysis solu-

tions. Johan Barthélemy et al. [8] designed a framework based on edge-computing

that collect, store and access the data. It uses computer vision and deep neural

networks to track in real-time multi-modal transportation while ensuring citizens’

privacy.

2.3.3 Chapter summary

Multimedia content processing includes segmentation and classification of large

video data captured from broadcast stream. In this chapter, the existing works re-

lated to video and TV stream segmentation are reviewed. The taxonomy of existing

methods for video content classification have been explored, starting from conven-

tional methods to deep learning methods which have been detailed such as super-
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vised, semi-supervised and unsupervised methods. Also some issues related to the

deep learning models have been pointed like the problem of imbalanced data and the

presence of outliers in the data.

Processing large amount of data involves the use of a platform for big-data anal-

ysis. The suitable environment is the cloud computing, it provides a distributed

resources and use efficient methods in the processing of data. Some works have been

proposed for video analytics on cloud computing have been studied and the last are

related to the edge computing that overcome some issues encountered in using the

cloud computing.

In the next sections, we will give a preview of our main results and state the

contributions of the thesis.
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CHAPTER III

Real time TV Content Analysis for Multimedia

Monitoring System

In this chapter, we present the multimedia content classification framework that

we have designed to process the TV stream and can be used for media monitoring.

The purpose of this framework is to tackle both news extraction and advertisements

identification. The chapter is organized as follows: First, we introduce the media

monitoring domain and related work. Then, we give a detailed description of each

block that compose our multimedia monitoring system.

3.1 Introduction

Media monitoring is the process of reading, watching or listening to the editorial

content of media sources on a continuing basis [30]. Media monitoring systems are

forcing themselves to automate more and more the process of collecting and analyzing

news information, while some solutions combine the automatic information gathering

from one side and the experts analysis in the field of information and communica-

tion sciences in the other. We are mainly interested in relieving experts as much

as possible of the automated tasks that are part of the multimedia watch process,

namely: monitoring, collecting and disseminating information. The process of media

monitoring (news and advertisements) is depicted in Figure 3.1.
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Figure 3.1: Information monitoring process

Through media monitoring, companies aim to find information about competitors

and specific issues relevant to their operation. Whereas the old-fashioned press clip-

ping services required 2 to 3 weeks to deliver clips, online media monitoring services

deliver clips overnight as a standard service and usually offer near real time delivery

[30]. The set of clips are summarized and delivered by e-mail in text or HTML for-

mat accompanied with PDF files generated from clips and sent via FTP. This enables

executives in companies to stay up-to-date with a comprehensive overview of their

reputation.

The providers of information operate on various media of communication: news-

papers, TV, radio, web, and social networks. The number of media sources is still

growing which makes it necessary to have a platform that monitors, processes, and

distributes daily press reviews for companies according to their areas of interest. Mul-

timedia data daily generated by television channels is of the order of gigabytes which

urges us to exploit the power of the Big Data frameworks for storing, processing, and

analyzing these data.

The media monitoring system provides companies near real-time reports on all

aspects of compliance and competitor activity. Video advertisements (TV commer-

cials) have become an indispensable tool for marketing. Advertisement detection is

a classification problem with various training datasets where every class may have a

different audio length which varies between 3 and 60 seconds. Some recent research

has started to focus on the classification of imbalanced data since real-world data

is often skewed [13]. Deep learning-based models are used to overcome some of the

limitations of the hand-crafted features [108].

In this work, we present a global architecture of our Multimedia Monitoring Sys-
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tem (MMS), detailing some development of specific tools for collecting and processing

multimedia news extracted from the television streams of local channels. They include

distributed streams acquisition and storage, stream segmentation, content analysis,

Arabic text recognition, and selective broadcast of the press review to customers.

Monitoring news includes newspaper, online news, broadcast news, and social media.

We focus on processing ten public and private TV channels where news content is

extracted automatically and merged by subject, then analyzed and summarized by

specialized users before the step of delivery to the customers.

3.2 Related Work

In the literature, the problem of extracting and analyzing information from tele-

vision stream is processed in three stages which are: stream structuring into pro-

grams, news program identification, and news topics segmentation. The television

stream structuring also called “program extraction” requires a macro-segmentation

of the TV stream. Macro-segmentation algorithms generally rely on detecting inter-

programs (IP) which include commercials, trailers, and jingles as in [83]. Pinquier

and Andre-Obrecht, detect and locate one or many jingles to structure the audio

dataflow in program broadcasts [122]. The authors of [102] proposed an automatic

system for TV broadcast structuring. It is based on studying repeated sequences in

the TV stream in order to segment it. Segments are then classified using an induc-

tive logic programming-based technique that makes use of the temporal relationships

between segments. Metadata are finally used to label and extract programs using

simple overlapping-based criteria. Ramires et al. [129] proposed an approach that

uses only audio features and centers on the detection of short silences that exist at

the boundaries between programs and advertisements.

Wang et al. [159] proposed a multimodal representation of individual programs

by using program-oriented informative images, key frames, and textual keywords

in a summarization manner for program segmentation in broadcast video streams.

Unsupervised TV program structuring is another work proposed in [3], the idea is to

automatically recover the original structure of the program by finding the start time

of each part composing it. It is based on the detection of separators which are short

35



audio/visual sequences that delimit the different parts of a program.

Several works were proposed for news program identification, among them Zlitni

et al. [184] suggested an approach based on video grammar to identify the programs

in TV stream and deduce their internal structure. Li et al. [? ] proposed a program

segmentation system in news broadcast and have used the online electronic program

guides (EPG) and closed caption text in TV news. In a recent work, Kannao et al. [74]

proposed a two-stage approach to classify news video segments. First, broadcast video

shots are classified with multiple labels based on a set of audiovisual features. Second,

sequences of these shot features are modeled to detect news programs. Another

motivation of program identification is TV commercial detection, as the advertisers

spend much money, it is necessary to verify their commercials are broadcasted as

contracted. A system for TV commercial monitoring is desired [37].

The topics segmentation for news program has been studied by many researchers

such as in [184], [177]. It has processed in two techniques: based on audio transcrip-

tion methods and based on text detection methods. Text detection methods in the

literature can be grouped into texture-based, connected component-based and hybrid

methods. Texture-based algorithms scan the image using generally multi-scale sliding

windows to extract different texture proprieties and classify image areas as text or

non-text based on texture-like features [177].

Many multimedia content analysis systems often require real-time processing and

scalability to deliver and store videos. To achieve scalability, programmers need to use

distributed programming frameworks such as Hadoop/MapReduce. [82] proposed a

high-speed and scalable video server system using PC-cluster for video content deliv-

ery. Regarding on development tools, [48] proposed PyCASP, a Python-based content

analysis parallelization framework. That is designed using a systematic, pattern-

oriented approach with the goal of making it modular, comprehensive and applicable

to a wide range of multimedia content analysis applications.

In general, TV broadcast processing can be performed using either the metadata

associated with the stream or by directly analyzing the audiovisual stream [12]. Meta-

data stream like closed caption, electronic program guide, event information table and

teletext provides specific textual information that describes the audiovisual streams.

Manson et al. [101] proposed a metadata-based system that automatically struc-
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tures TV stream, the system first detects inter-programs as repeated sequences in the

broadcasted stream, and then deduce the boundaries of programs. In audiovisual-

based systems, some solutions have been proposed that use speech transcription to

extract information like proposed by [45].

The embedded text in videos is one of the most relevant sources of high-level

semantic information [176] that are used in videos indexing and searching. In [179],

Zhang proposed a novel unsupervised method to detect and localize the text objects

occurring in image and video documents based on a text model, character features

and a tracking method to track text event in video documents. Optical Character

Recognition systems (OCR) have been widely developed in past years for different

languages and addressing specially scanned documents, also used for TV news video

indexing.

Smith et al. [142] described the development of a system for learning of seman-

tic concepts in broadcast video and report on experimental results showing effective

automatic detection of semantic concepts in the domain of broadcast news video.

Among the works dealing with semantics, [6] proposed a multimedia retrieval system

that uses low level information and textual information in indexing process. However

semantic concepts alones are not useful for executives in client companies, they needs

to be informed by only the most important news that have been analyzed and sum-

marized by experts in communication science. There are another category of works

in broadcast news that concerns person identification, such as proposed by Rouvier et

al. [133] and who uses scene understanding in order to improve unsupervised people

identification.

Escalada et al. [41] proposed an automatic indexing and aggregation web based

system (NewsClipping) for the news domain that manages multimedia information

without any manual annotation, but their application use metadata associated to

the TV stream for indexing content. Some online news service such as CyberAlert1

monitor the closed caption text of TV stations and deliver a text file of all clips. Y.

Aggoun proposed a media monitoring process and reporting for decision-makers [175].

Finally, we conclude that most of the cited methods are based on metadata pro-

vided by the broadcasters. In our context, local TV channels don’t use metadata and

1www.cyberalert.com
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black frames in the broadcasting process. Our contributions are the following:

� A new method for TV stream segmentation,

� A classifier for news program identification

� A new process fo news topics segmentation

� A deep learning model for advertisements classification

Next, we will describe a global architecture of a multimedia monitoring system, and

experiment different modules.

3.3 Proposed System

The media monitoring systems must provide 360-degree view of media sources in

real-time and coverage 24/7 support to the clients. Based on the companies needs and

according to the context of local media in Algeria, we propose a semi-automatic Mul-

timedia Monitoring System (MMS) that processes newspaper, online news, broadcast

news, and social networks. It combines the thoroughness of automated news clipping

with the accuracy and judgment of human readers. The system must deliver daily

alerts to companies, reports and periodically synthesis of all media, news have to be

extracted, stored, summarized and prepared for delivery. Our proposed system is

described in Figure 3.2.
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Figure 3.2: Overall architecture of the multimedia monitoring system

The media monitoring system is composed of three functional blocks, grouped

in consideration of the user’s categories: Collecting Block (CB), Editing Block (EB)

and Delivering Block (DB). Each block exposes some functionality of the proposed

system that we will detail later. Our work is mainly focused in TV news processing.

Our system can be used by the following users: readers, journalists, editor-in-chief

and broadcasting officer. Companies can access to the news portals on the Web and

perform their search in the database.

3.3.1 Collecting Block

The collecting block consists of four modules: sources acquisition, information

tracking, news clipping and advertisements extraction. Some tasks are done auto-

matically and others are performed manually, we give an overview of these modules.

The sources acquisition strategy varies according to the media to be captured: print

news are digitized and stored in HDFS2 or in NAS3; the broadcast contents from TV

and radio channels are captured, stored by DVB-S card in database (metadata is not

2Hadoop Distributed File System
3Network Attached Storage
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provided). Information crawling module is used for data capture from online news

and social media, online news are downloaded using RSS feeds and social media are

crawled and stored in database.

News clipping is a manual method invented by libraries used for newspaper process-

ing; in our system we adopted the same method using the new ICTs. Users can

produce a digital copy of news associated by some data (title, author, media source,

time or page number and date of publication) from different media sources. In the

past, users listen/watch audiovisual content and store segments of news. For this

we introduce audiovisual processing algorithms to automate this task. News received

from the crawling module are classified by users in order to keep only the news that

concern their customers, the rest is deleted. The topics of news from different sources

are fused.

To identify the advertisement segments in the video file and to define the bound-

ary (start and end) for each instance of ads, segmentation can be performed using

a sliding window, a peaks detector, or a silence detector. In our proposed system,

the segmentation is done by splitting the audio content on silence boundaries that

correspond to the low signal energy (values less than a threshold).

3.3.2 Editing Block

The editing block is composed of news indexing and news validation modules, they

are done only by experienced journalists. The indexing module offers the possibility

to edit, annotate and summarize each news item, also validation is a confirmation that

the news is important to be delivered to companies. Every multimedia news record

ingested in the system and validated by editor-in-chief must be sent to companies. In

the same way, the advertisements extracted automatically should be validated before

the delivery process.

3.3.3 Delivering Block

Like news media services, the system will send daily news alerts and reports via

e-mail with articles containing all news and advertisements related to client needs.

Also, a summary should be sent every month. News in reports are classified by date,

media source and degree of importance. A broadcasting team can customize reports
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and assure that customers will receive exactly the relevant news to their preferences.

Features can be media type, domain, location, language, etc. Customers are classified

into two categories (executives and staff). The delivery is done automatically and

planned in three stages (8am, 1pm, and 4pm). However, alerts can be sent in real

time.

3.4 TV News Processing

In addition to the design of the MMS and in order to enhance our system, we

integrate automatic functionalities that capture continuous TV streams and save them

to one hour long mp4 files using the RTSP protocol/H.264 codec, segment streams

in programs, identify news program and extract text from video frames. The details

of the TV news processing steps are described in Figure 3.3 and detailed below.

Figure 3.3: TV stream processing

3.4.1 TV Stream Segmentation

The first stage of news processing is to segment the TV streams in programs (called

inter-segmentation) using visual features for channels that include monochrome frames

or using audio features for others, because textual metadata are not provided by TV

channels. One of the most popular solutions to solve this problem for the first cat-

egory of channels is to use a simple monochrome frame detector that is based on
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standard deviation (SD) computation. Each frame with SD less than a threshold Tsd

is considered a monochrome frame and indicates the start or the end of a program.

The result of this stage is a set of temporal values Sp = T1, T2, . . . , Tn.

Concerning the second category of channels, it is necessary to analyze the stream

using audio features and compare them with a dataset of the audio signatures of TV

programs. More details will be given in the next section. The pseudo code presented

in Algorithm 1 shows the steps involved in the TV stream segmentation process.

Algorithm 1 Segment the TV stream and extract the news programs

1: procedure ProcessVideofile(f)
2: video← OpenV ideo(f)
3: start← GetV ideoinfo(video,

′ start′)
4: end← GetV ideoInfo(video,′ duration′)
5: cores← CpuCount()
6: jobs← []
7: ▷ fork all jobs
8: while start < end do
9: step← min(start+ end/cores, end)
10: proc← NewsDetection(f, start, step)
11: jobs.append(proc)
12: start← step+ 1
13: end while
14: segments← []
15: ▷ join all jobs
16: for proc in jobs do
17: result← proc.join()
18: segments.append(result)
19: end for
20: ▷ save segments
21: for item in segments do
22: segment file← GetTmpfile()
23: seg video← GetSubV ideo(video, item[0], item[1])
24: SaveV ideo(seg video, segment file)
25: end for
26: end procedure

3.4.2 News Program Identification

The automatic identification of news program within TV streams is a classification

problem and can be resolved using discriminative features and distance metrics. One
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of the best discriminative features is the video segment called “generic” that is a

marker used to identify the start or the end of a particular program such as news

program (Special programs are characterized by an audible and visual illustration of

a specific generic). For that, we construct an audio dictionary composed of a set of

generic video segments from different TV channels and represented by an MFCC4

audio descriptor and a HOG5 descriptor computed for each frame.

Most often, however, cepstral parameters are required and these are indicated

by setting the target kind to MFCC standing for Mel-Frequency Cepstral Coefficients

(MFCCs). These are calculated from the log filterbank amplitudes {mj} using the

Discrete Cosine Transform. The MFCC feature extraction steps are described bellow:

� Frame the signal into short frames (windowing),

� Apply Discrete Fourier Transform (DFT) to each window (Eq. 3.1),

� Take the log of amplitude spectrum,

� Mel-scaling and smoothing,

� Discrete Cosine Transform (DCT) (Eq. 3.2),

� Obtain MFCC features.

The formulas of DFT and DCT are:

Xk =
N−1∑
j=0

xje
−i2πjk/N (3.1)

Xk =
N−1∑
j=0

xj cos[
π

N
(j + 1/2)k] (3.2)

Where N represents the number of points of the audio signal, 0 ≤ k < N and

i =
√
−1.

4Mel Frequency Cepstral Coefficients
5Histogram of Oriented Gradient
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Afterward, we compare each segment of video extracted from a program at time

Ti{Sp} using the DTW6 distance (Eq. 3.3). If the distance is less than a threshold

value TGeneric, we check if the visual similarity between segment frames and dictionary

frames (using Euclidian distance of HOG vectors). If they are similar, we consider

that this segment corresponds to a news program. Algorithm 2 shows the steps of

the news identification process.

The formal definition [91] of the DTW distance is given as:

DTW (X, Y ) = d(xi, yj) + min


DTW (X, Y [2 : m]),

DTW (X[2 : n], Y ),

DTW (X[2 : n], Y [2 : m])

(3.3)

Where X(x1, x2, ...xn) and Y (y1, y2, ...ym) are two series of points and d(xi, yj)

indicates the distance between points xi and yj.

6Dynamic Time Warping
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Algorithm 2 Process video segments in order to detect news programs

1: function NewsDetection(file, from, to)
2: video← OpenV ideo(file, from, to)
3: s← 0 ▷ start of segment
4: e← to ▷ length of segment
5: w ← 3 ▷ window = 3 secondes
6: l← −1 ▷ last position in segment
7: dataset waves← OpenDataset(′generics.txt′)
8: results← []
9: while s < e do
10: audio← GetAudio(segment, s,min(s+ w, end)) ▷ extract audio
11: mfcc← GetMFCC(audio) ▷ compute MFCC features
12: dist← 999999
13: ▷ compute distance between generic sequences
14: for item in dataset waves do
15: dist← DTW (item,mfcc)
16: if dist < 90 then
17: break
18: end if
19: end for
20: ▷ save and group consecutives positions/slide window over segment with w step
21: if dist < 90 then
22: if (l = −1) or (s− results[l, 1]) > 1) then
23: results.append([s, s, item.class])
24: l← l + 1
25: else
26: results[l, 1]← s
27: end if
28: s← s+ w
29: else
30: s← s+ w/2
31: end if
32: end while
33: return (results)
34: end function

In our work, we have used the MFCC implementation of McFee et al. [104] and

then the DTW implementation of Pierre Rouanet7 In the same logic, we can also

use other features like “jingle” that serve to do intra-segmentation and classification

of news in topics (national, international, sport, business,. . . ). The next stage is to

process the news program.

7https://libraries.io/github/pierre-rouanet/dtw
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3.4.3 News Topics Extraction

For each news program extracted in the previous stages, we proceed to extract

news topics by the following steps :

1. Identify anchorpersons from each frame

a. Extract all faces from each frame

b. Group all similar faces together

c. Select the group that has the most occurrences (anchorperson)

d. Associate the co-anchorperson with the group (if there is one)

2. Extract video segments that occurs between two consecutive appearances of the

anchor persons

3. Save extracted video segments

4. Describe the segments (topics) by one of the following methods:

a. Audio Transcription

b. Text recognition

We have defined some criteria to select faces in video frames such as:

� Face size: The size of the presenter face has a proportional value to the size of

the whole image.

� Face distance: Inspired by Flores & al. [43], we estimate the distance between

the camera and the human head by computing the distance between the right

eye and the left eye.

� Face motion: Both anchorperson and camera are motionless. Based on that,

we eliminate some moving faces shots.

The pseudo code to do this task is described in Algorithm 3.
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Algorithm 3 News topics segmentation

1: function TopicsSegmentation(file, from, to)
2: video← OpenV ideo(file, from, to)
3: s← 0 ▷ start of segment
4: e← to ▷ length of segment
5: fc← [−1,−1, 0, 0, 0, 0]
6: prev face← []
7: results← []
8: while s < e do
9: img ← GetFrame(video, s) ▷ extract image
10: faces← DetectFaces(img) ▷ detect all faces
11: for face in faces do
12: if prev face=[] then
13: prev face← face
14: end if
15: cam dist← face.righteye− face.lefteye ▷ check criteria
16: face size← face.w ∗ face.h ∗ 100.0/(video.size[0] ∗ video.size[1])
17: if (cam dist > 25) and (cam dist < 55) and (face size¿1) and

then
18: if fc[0]=−1 then
19: fc← [s, s, 0, face.x, face.y, face.w, face.h]
20: else if (s− fc[1]) > 1 then
21: results.append(fc)
22: fc← [s, s, 0, face.x, face.y, face.w, face.h]
23: else ▷ check face motion
24: face dist← sqrt(pow(face.x− prev face.x, 2)+
25: pow(face.y − prev face.y, 2))
26: if face dist < 60 then
27: fc[1]← s
28: else
29: results.append(fc)
30: fc← [s, s, 0, face.x, face.y, face.w, face.h]
31: end if
32: end if
33: end if
34: prev face← face
35: end for
36: s← s+ 1
37: end while
38: if (fc[1]− fc[0]) > 0 then
39: results.append(fc)
40: end if
41: return (results)
42: end function
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The method used for identifying anchor persons is as follows:

1. Create a dictionary of extracted faces

2. Construct a frequency occurrence matrix based on faces

3. Select the face (anchorperson) that has the max of occurrence

4. Select the face (co-anchorperson) that has the max of occurrence and which is

visible simultaneously which the anchorperson

Each occurrence of a face represents an appearance on TV studio (successive frames

containing the same face). For an anchorperson, it indicates a set of intervention that

we will use it to delimit news reports (topics).

3.4.4 Audio Extraction

For every topics segmented in the previous steps, the audio content will be ex-

tracted and saved in a temporary file in order to do a transcription of content and

get the corresponding text.

3.4.5 Audio Transcription

Several online frameworks offer the audio transcription service for non commercial

use by using their API. In our context, developing an audio transcription tool is

another challenge that only large companies can effectively deal with like Google and

IBM. For this, we have opted to use and automatic speech recognition (ASR) software

to transcribe the speech associated with a news video.

3.4.6 Text Region Extraction

The automatic extraction and recognition of text embedded in news videos pro-

vides an efficient approach to annotate TV news content. One or several rows of text

appear in the screen bottom (in the scope of 1⁄4 of screen height) and express the

meaning of news presented. Text region extraction steps are shown in Figure 3.4.
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Figure 3.4: Text region extraction

The final result of this step is a set of rectangular regions bounding text lines that

will be submitted to the transcription stage.

3.4.7 Text Transcription

The text regions extracted are binarized and transmitted to the OCR (Optical

Character Recognition) engine that processes each text region and returns equivalent

textual information. There are a few OCR systems capable of recognizing Arabic text,

namely: Automatic Reader produced by the Sakhr8 Software Company; FineReader9

produced by the ABBYY Company and Tesseract10 produced originally by Hewlett-

Packard and available from Google. We are interested in Tesseract because it is an

open-source OCR.

3.4.8 Text Grouping

In the final post-processing of news processing, we use combined speech transcrip-

tion and image understanding technology to represent the TV news by a bag of words

that will be exploited for describing the content and the news topics.

8http://www.sakhr.com
9http://www.abbyy.com

10http://code.google.com/p/tesseract-ocr
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3.5 Advertisements Detection and Classification

The first stage of ads processing is to extract frames from TV stream. This

functionality is used during the training and testing phase. All extracted frames will

be used for matching and detecting of the presence or absence of ads. In the training

phase, we extract all frames from different ads and construct a dictionary composed

of the fingerprint of frames. We extract only one frame per second in the test phase

because in one second the contents of the frames are often similar to each other.

3.5.1 Frame Hashing-Based Classification

The automatic identification of ads content within TV streams is a classification

problem and can be resolved using discriminative features and distance metric. One

of the fastest and best discriminative features is the use of a fingerprint algorithm

like the perceptual hashing used to identify the presence or the absence of ads.

In order to decide if a frame is a part of an ad or not, we use a simple search in

a dictionary. This technique is called direct hash lookup. According to the training

dataset, we can extract the category of each ad using a simple textual list containing

the id and the name of ad. The pseudo code presented in Algorithm 4 shows the

steps involved in the last stage of processing streams.

Algorithm 4 Ads detection and Classification in TV streams

1: procedure ProcessFrame(f)
2: list ads← {}
3: dict← {dictionaryofhashedframesofads}
4: buffer ← {setofframesinbuffer}
5: while bufferisnotempty do
6: frame← ReadFramefromBuffer(buffer)
7: roi← CropFrameCenter(frame)
8: hash← GetPerceptualHash(roi)
9: if hash in dict then
10: list ads← list ads+ dict(hash)
11: end if
12: end while
13: return (list ads)
14: end procedure
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3.5.2 Audio Features Based Classification

Based on the audio part of advertisements, we should extract a perceptual digest of

this content. One of the technics is the audio fingerprint. The calculations of MFCC

begin with a downsampling of the original signal to a reduced frequency. MFCC

feature is calculated using filters with an order of 20, using a window length 25 msec

and overlap length 10 msec. Then, the MFCC vector is sent to a pre-trained CNN

classifier for dimensionality reduction. The architecture of the used CNN is described

in Table 3.1.

Layers Filters/units Filter sizes Outputs

Input 1000x1

Convolution 16 9 992x16

Maxpool 16 62x16

Dropout 0.1 62x16

Convolution 32 3 60x32

Maxpool 4 15x32

Dropout 0.1 15x32

Convolution 64 3 13x64

Maxpool 4 3x64

Dropout 0.15 3x64

Convolution 256 3 256

Global Maxpool 256

Dropout 0.2 256

Dense 128

Dense 50

Table 3.1: CNN classifier

Given a video file, the first step is video segmentation based on audio content.

It allows to obtain a set of small segments that probably contain advertisements.

In our proposed system, we use a classifier based on a deep learning model. The

convolutional layer uses filters to extract local patterns from input data and outputs

feature maps. Then, the pooling layer reduces the dimensions of the feature maps.

The max-pooling applies a max filter over a specified window size. The dropout layer

is used to avoid overfitting, whereas the dense layer is used for classification. The first
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dense layer is used for feature extraction and the second one is used as an output for

the classifier. The input to the model consists of a vector of MFCCs corresponding to

a segment of audio signal, and the output layer contains the probabilities of predicted

classes.

A common problem in analyzing continuous streams is how to determine which

instances of the processed data stand out as being dissimilar to the trained data.

Such instances are known as outliers or anomalies. For that, we propose to align

the predicted class with the trained data of the same class using the dynamic time

warping distance (DTW). The predicted class is accepted if the distance DTW is less

than a threshold. The alignment serves to reduce the misclassification produced by

the classifier and reduce the cost of computation compared to the traditional DTW

technique used alone.

3.6 Experiments

For the evaluation of our proposed system, two experiments are conducted. In

our first experiment, we build a dataset of tv streams from five national TV channels.

The second experiment concerned international TV channels, it was conducted to

achieve comparative results with similar works.

3.6.1 Experiments on national TV channels

The data used in our experiments has been collected by MediaMarketing11 com-

pany specialized in news monitoring, dataset is composed of five different national

channels in Algeria that spoke arabic, french or english. The majority of channels are

recorded at a resolution of 720x480 pixels. We have took a sample with 24h times

recording for each channel, the recording streams are divided into one-hour portions.

For the experiments, we have created a dataset composed of the generics of the

news programs as well as the jingles of advertisements relating to each TV channels

and which are represented by the MFCC features and using the library LibROSA,

an open-source Python package for music and audio analysis. In order to compute

the similarity between the dataset and the TV stream we have used the DTW dis-

11www.mediamarketing-dz.com
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tance (best threshold = 90), we divided the speech signal into short frames, e.g. 3

seconds segments, and processed each frame as a single unit. We have used a classical

evaluation process; we compare the manual annotation provided by MediaMarketing

(ground truth) with results obtained by our system.

To choose a discriminative and efficient descriptor used in the learning part, we

tested the MFCC (audio), HOG (visual) and MFCC+HOG (Table 3.2). Based on

our tests, we have chosen the MFCC descriptor alone and, to increase the relevance,

we proceeded to the improvement of our segmentation algorithm by grouping the

marks that are close to each other. In order to reduce execution time, we performed

experiments through parallel processing. We have tested a processor with 4 cores and

a processor with 12 cores (Table 3.3).

Features Relevance Execution time

MFCC 93% 360s

HOG 95% 840s

MFCC + HOG 98% 960s

Table 3.2: TV Stream Analysis (1 hour) with different descriptors

Processors Execution time

1 core 1500s

4 cores 840s

12 cores 360s

Table 3.3: Multicores CPU parallel processing

In Topics extraction level, we tested different models of face detection and de-

scription like MTCNN, DLIB, OpenFace. In light of our tests, we used DLIB library

to do face detection because it is the most accurate in our task.

To evaluate the performance of the proposed system, the main blocs of the system

are compared with the ground truth, which are:

� News program detection

� News topics extraction
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We have used the precision, recall and F-measure metrics (Eq. 3.4, 3.5 & 3.6) that

are described as follows:

� Precision (P) is defined as the number of hits (corrects) over the number of hits

plus the number of false alarms.

P =
#hits

#hits+#false alarms
(3.4)

� Recall (R) is defined as the number of hits over the number of hits plus the

number of misses.

R =
#hits

#hits+#misses
(3.5)

� F-score (F) is defined as the harmonic mean of the precision and the recall, the

formula is:

F − score = 2.
P.R

P +R
(3.6)

The experimentation results of each bloc are shown in tables 3.4, and 3.5.

National TV channels P R F

A3 0.93 0.90 0.91

CA 0.91 0.94 0.92

Ennahar 0.90 0.89 0.89

Dzair News 0.95 0.93 0.94

Echorouk 0.96 0.95 0.95

All TV channels 0.93 0.92 0.92

Table 3.4: News program identification

‘

National TV channels P R F

A3 0.88 0.84 0.81

CA 0.85 0.90 0.87

Ennahar 0.90 0.93 0.91

Dzair News 0.92 0.91 0.91

Echorouk 0.89 0.92 0.90

All TV channels 0.88 0.90 0.88

Table 3.5: News topics segmentation
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For the advertisements classification model, we exploited 50 classes of advertisements

to train our classifier, and we fixed the threshold value (DTW) to 20. We obtained

an accuracy for training and testing equal to 1.0 and a loss value equal to 0.001.

The performance of our model is as follows: Precision = 0.92, Recall = 0.73, and

F-measure = 0.81

The obtained results shows high precision of our proposed approach, but there

are still improvements to be done in text extraction from the video frames. The best

results are observed in news program detection and advertisements classification. We

can say that we can generalize the proposed process on other TV channels and the

result will also be relevant. To obtain an accurate comparison with other works, we

will do other experiments that we describe in the next section.

3.6.2 Experiments on international TV channels

After experimenting with our approach on national TV channels and to make

an accurate comparison with other works, we evaluate the anchorperson detection

method on a varied dataset composed of TV news from five international channels

namely TF1, France24, M6, LCI, and CNews. This dataset is used by Dumont et al.

[38], Zlitni et al. [184], Kannao et al. [75], and Hmayda et al. [61]

We evaluate the performance using the precision, recall, and F-measure metrics.

The comparative results are detailed in the following tables:

International TV channels P R F

TF1 0.92 0.95 0.93

LCI 0.78 0.90 0.83

France24 0.94 0.96 0.94

CNews 0.85 0.94 0.89

M6 0.96 0.95 0.95

All TV channels 0.89 0.94 0.90

Table 3.6: News topics segmentation
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Approaches / Measures P R F

Dumont et al. (2012) 0.76 0.89 0.80

Zlitni et al. (2016) 0.78 0.90 0.81

Kannao et al. (2019) 0.79 0.92 0.83

Hmayda et al. (2020) 0.86 0.96 0.91

Our approach (2021) 0.89 0.94 0.90

Table 3.7: Comparison with other approaches

We observe from tables (3.5, 3.6, 3.7) that, the proposed method for TV news seg-

mentation gives better performance in processing national channels and international

as well. On the other hand, our method has a better result in term of precision than

other approaches. In terms of recall and F-measure, we obtain an acceptable results

compared to results obtained by Hmayda et al. From these results, we also showed

that our proposal can be used for processing different kind of channels. These results

can be justified by the fact that:

– The previous works (Hmayda et al., Zlitni et al., ...) use an hierarchical clus-

tering of faces shot, then the cluster which contains the largest number of faces

is considered an anchorperson.

– However, our approach use a frequency occurrence matrix based on faces sim-

ilarities grouping method. Where, we have exploited a frequency occurrence

matrix to identify the face that has the maximum number of occurrences as

well as the faces that appear at the same time as this one. Each occurrence

represents an appearance in the TV studio during the news program (successive

frames containing the same face).

3.7 Conclusion

In this paper, we have proposed a global architecture of our multimedia monitoring

system, that processes newspaper, online news, broadcast news and social media.

This system is a service for a targeted audiences such as large corporations and state

institutions. It offers a digital storage of all news clips, faster delivery via e-mail

and guaranteed near zero missed news clips. We have tried to automate some tasks
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of the system’s workflow processes, the results obtained are satisfactory, we intend

to extend this work on the treatment of radio channels and we wish to parallelize

some treatment with Spark framework or implement our algorithms on a different

multi-core GPU.

However, we hope to do exhaustive comparison with others methods using a public

datasets such as ALIF (A Dataset for Arabic Embedded Text Recognition in TV

Broadcast). In future work we plan to do an exhaustive analysis of TV News for the

identification and segmentation of topics. Among the future work, we will investigate

three tasks which are:

� News story categorisation using NLP processing, each topics must be classified

in one of the categories: politics, economics, health, sports, ...),

� Alignment of segmented news topics with textual news collected by the RSS

Feeds,

� Design of an autoencoder for outliers detection in advertisements classification.
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CHAPTER IV

A Deep Hybrid Model for Advertisements

Detection in Broadcast TV and Radio Content

In this chapter, we introduce a deep hybrid model for advertisement detection in

broadcast TV and radio content that is a part of our global architecture previously

presented but now full detailed and well experimented using different deep neural

networks. We investigated and compared different audio features extraction and

three machine learning algorithms.

4.1 Introduction

TV and radio monitoring systems are a type of the media monitoring systems

(MMS). TV and radio monitoring is defined as the process of reading, watching, or

listening to the editorial content of media sources continuously [30]. The MMS pro-

vides companies near real-time reports on all aspects of compliance and competitor

activity. Video advertisements (TV commercials) have become an indispensable tool

for marketing. Companies not only invest heavily in advertising, but several compa-

nies generate revenue from advertisements [143]. The TV and radio advertisement

market was valued at over 214 billion dollars in 2008 [22] and at over 563 billion

dollars in November 20191. Through media monitoring, companies find information

about competitors and specific issues relevant to their business domain. Reports are

delivered by e-mail to enable executives in client companies to keep them up-to-date

with a comprehensive overview of their reputation.

1https://www.statista.com/statistics/236943/global-advertising-spending/
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In the literature, existing algorithms for the detection of advertising can be grouped

into two main categories: Those which use explicit prior knowledge of a known set

of advertisements and identify them using fingerprinting methods, and those which

rely on heuristics as advertising indicators [129]. Other researches have focused on

using visual features for segmentation, classification, and summarization. In one of

them, [6] proposed a multimedia retrieval system that uses low-level information and

textual information in the indexing process. Recently, researchers have begun to re-

alize that audio characteristics are equally, if not more, important when it comes to

understanding the semantic content of a video [161]. Consequently, to process the

broadcast content of both TV and radio, audio features can be used with potentially

high accuracy. Advertisement detection is a classification problem with variable data

training sizes where every class may have different audio length, which vary between

3 and 60 seconds. Some recent research has started to focus on the classification of

imbalanced data since real-world data is often skewed [13]. Deep learning-based mod-

els are used to overcome some of the limitations of the hand-crafted features [108],

but in the context of electronic media (data stream), they suffer from the presence

of outliers and that leads to misclassification. Another issue we should be concerned

with is the variation in loudness found on processing different media that does not

conform to the international standards for loudness measurement by ITU, ATSC,

and EBU [86]. Currently, there are several solutions for the automatic detection and

identification of TV and radio advertisement that are based on typical characteristics

which are grouped in intrinsic and extrinsic characteristics [46], that are used in the

automatic detection process. However, these solutions cannot be directly applied to

many of the existing TV and radio broadcasters that not use valid characteristics

(black frames, silence, presence/absence of channel logo, . . . ).

In this work, we present a novel architecture of Media Advertisements Detection

System that is based on a Deep Hybrid Model (DHM-ADS), detailing some algorithms

for processing TV and radio streams of local channels. These algorithms include

stream acquisition and storage, stream analysis, and advertisements identification

and classification.

The next sections of this chapter are organized as follows: In section 2, we present

a brief review of media advertisements detection approaches. In section 3, we present

59



the architecture of the proposed system for the TV/radio advertisements monitoring

system with details of its processing blocks. In section 4, we describe our experimen-

tations varried on real world data and evaluates and discuss the performance of our

proposals. Finally, we conclude the chapter with some perspectives.

4.2 Related work

Media advertisements monitoring systems are used to detect and extract the ad-

vertisement in multiple sources of broadcasted streams. Existing approaches in the

literature can be classified into two main categories: knowledge-based detection and

repetition-based detection [36] [164]. The first one uses the a priori knowledge like

black frames or the absence of logos to identify the TV advertisements. The second

one observes the notion of duplication of shots, but it requires a large computational.

Broadcast stream analysis requires a preprocessing steps. Some works on TV

stream propose a macro-segmentation of the stream. Macro-segmentation algorithms

generally rely on detecting inter-programs (IP), which include commercials, trailers,

jingles, and credits [83]. Pinquier and Andre-Obrecht, detect and locate one or many

jingles to structure the audio dataflow in program broadcasts [122]. [129] proposed an

approach that uses only audio features and centers on the detection of short silences

that exist at the boundaries between programs and advertisements.

The performance of any machine learning algorithm depends on the features on

which the training and testing are done [138]. Hence feature extraction is one of the

most vital parts of a machine learning process. Some methods have been proposed

for audio classification are based on the time-domain that includes: zero crossing rate

and root mean square [116], and entropy of energy [121]. Other methods are based on

frequency-domain that includes: spectral centroid, spectral spread, spectral entropy

[110], mel-frequency cepstral coefficients (MFCC) [9], and Spectral features (spectral

centroid, spectral bandwidth, spectral roll-off) [134].

Several works were proposed in the literature for advertisements detection and

extraction [46]. They suggest exploiting the presence or absence of the broadcaster

(channel) logo on the screen. However, in our context, the local channels always

publish their logo. In [89], the authors proposed a system based on exact-duplicate
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matching that detects and localizes TV commercials in a video stream, clusters the

exact duplicates, and detects duplicate exact-duplicate clusters across video streams,

but the processing is done in batch mode. The authors of [37] proposed a multimodal

(visual, audio, and text) commercial video digest scheme to segment individual com-

mercials and carry out a semantic content analysis within a detected commercial

segment from TV streams, the disadvantage of this approach lies in its high compu-

tational cost. Unlike many other types of data used with machine learning, audio

data consists of time series which are usually quite large [63]. Similarity measures on

time-series have emphasized the need for elastic methods that align the pairs of time

series. Neural networks have been successfully applied to do sequences alignment.

NeuralWarp [50] is a model that predicts whether or not to align frames of the se-

quences. Dynamic time warping (DTW) is a robust similarity measure of time series,

but, it has a high computational complexity [92].

A common problem that researchers face when analyzing real-world datasets is

determining which instances of the processed data stand out as being dissimilar to

the trained data. Such instances are known as outliers or anomalies. [24] proposed a

one-class neural network (OC-NN) model to detect anomalies in complex datasets. To

train their network, they use a loss function inferred from a one-class SVM (OC-SVM)

that was proposed by [137]. The autoencoder is a fundamental deep learning approach

to anomaly detection [107]. A typical autoencoder network includes two phases: an

encoder that transforms the input data into a lower dimensional representation and

a decoder, that tries to reconstruct the original input data [53]. Figure 4.1 shows a

generic model of the architecture of the Autoencoder.

Figure 4.1: The architecture of an Autoencoder

The objective of an Autoencoder is to minimize the loss function l [25], a typical loss
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function is the mean squared error (MSE) that is as follows:

lMSE(u, v) = ||u, v||22 (4.1)

A powerful multimedia content analysis system often requires real-time processing

and scalability to deliver and store videos. To achieve scalability, programmers need

to use multiprocessing techniques on CPU [52] or distributed programming frame-

works such as Hadoop/MapReduce. [82] proposed a high-speed and scalable video

server system using a PC-cluster for video content delivery. In another work, [170]

proposed a scalable content-based analysis of images in web archives with TensorFlow

and the archives Unleashed toolkit, The authors evaluate their model on CPU and

GPU and show that processing time was greatly reduced. Multimedia big data often

entails considerably more resources in terms of the acquisition, storage, transmission,

presentation, and processing, including, for instance, the need for GPU processing

and parallel, distributed software [183]. Through this work, we will experiment with

different deep neural network models with two validation approaches of audio classi-

fication.

4.3 The Proposed Framework

Media monitoring systems must provide a 360-degree view of media sources in

realtime and 24/7 coverage for competing companies. Based on their needs, we pro-

pose a TV/Radio Advertisements Monitoring System that detects and classifies the

broadcasted advertisements. To this end, we investigate and compare different audio

features extraction and different machine learning algorithms. The system described

in Figure 4.2 is composed of three functional blocks grouped in consideration of the

user’s categories: Collecting Block (CB), Processing Block (PB), and Delivering Block

(DB). Each block exposes some functionality of the proposed system that we will de-

tail later. Also we focus our work primarily on advertisements processing.

The collecting block captures streams of different channels and stores them into

a Hadoop Distributed File System (HDFS). The continuous stream is segmented and

saved by one hour long that offers management facilities and avoid big volume pro-

cessing. Each file is processed by the processing block. The processing block is com-
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Figure 4.2: The block diagram of the proposed TV and Radio Advertisements Monitoring
System

posed of three modules: Audio Segmentation, Features Extraction, Advertisements

Detection and Classification. All tasks are done automatically.

We can summarize the advertisements classification steps as follows:

� Reduce noise,

� Segment the audio file,

� Classify segments,

� Save advertisements labels and time.

Details of these modules are given in the next section.

4.4 Processing Block Description

4.4.1 Audio Segmentation

Given an audio file, the first step is audio segmentation. It allows to obtain the de-

lineation of a continuous audio stream into acoustically homogeneous regions [23]. To
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identify the advertisement segments in the audio file and to define the boundary (start

and end) for each instance of advertisements, segmentation can be performed using a

sliding window, a peaks detector, or a silence detector. The drawback of the sliding

window is that audio matching with a continuous stream is hard. Also, peaks detec-

tor gives too many points and generates noise in the matching step. Consequently,

to do the best segmentation, we split the audio content on silence boundaries that

correspond to the low signal energy (values less than a threshold (TSilence)). The split

function returns only segments that have duration at least 3s and less than 60s (nor-

mal duration of advertisements). The other segments are ignored by the following

modules.

4.4.2 Features Extraction

The extraction of features is a very important part of data analysis. It is required

for classification and prediction algorithms (machine learning). Before feature extrac-

tion, the data should be preprocessed to render it usable for predicting the class of a

sample and help distinguish different classes. There are many audio transformations

introduced in the audio data before feature extraction, including audio re-sampling

and audio normalization. An other type of normalization can be performed on ex-

tracted features such as the technique proposed by Prabhavalkar et al. [125] where

the authors used automatic gain control to normalize the signal level. In our proto-

type, we will experiment with different features combined with MFCC and evaluate

the accuracy rate of each combination.

4.4.3 Advertisements Detection and Classification

The core module of our framework provides advertisements detection and clas-

sification. At this level, we are faced with two challenges : the unbalanced data in

the training step, and the presence of outliers in the testing step. To overcome these

problems, we use early and late filter jointly with different deep neural networks such

as: Artificial Neural Network (ANN), Convolutional Neural Network (CNN), and Re-

current Neural Network (RNN). This can improves the classification accuracy and

remove outliers.

In the late filter, the predicted class is aligned with the trained data of the same
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class using the dynamic time warping (DTW) distance, the predicted class is accepted

if the distance DTW is less than a threshold (TDTW ). The filtering serves to reduce

the misclassification produced by the classifier and reduce the cost of computation

compared to the traditional DTW technique used alone. For the early filter, we train

an autoencoder with all known classes and use it for outliers detection. An input data

submitted to the autoencoder is considered as an outlier if the loss value calculated

using predicted signal is greater than a threshold (TMSE). Only normal data (non

outliers) will be sent to the deep neural network for classification.

According to the training dataset, we can extract the name of each advertisement

using a simple list containing the id and name of the ad. Figure 4.3 shows a general

block diagram for advertisements detection and classification system using late or

early filters.

Figure 4.3: Block diagram of advertisements detection and classification

4.5 Deep Neural Network Models

Across the time series domain, ANNs, CNNs, and RNNs have been successfully

employed to solve many audio classification problems. Thus, we used designed mod-
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els based on them and compared them to choose the best one that will be used in

production. In our proposed Deep Neural Networks (DNN), we use a BatchNormal-

ization hidden layer for data normalization, with Dense and Dropout hidden layers in

the ANN model. Also for the CNN model, we add Convolution, Dense, Maxpolling,

and Flatten hidden layers. For the RNN model, we use the Long Short-Term Mem-

ory Networks (LSTM) layers. The input to the DNN consists of a combination of

MFCC with some features (zero crossing rate, root mean square, ...) computed over

25ms of an audio signal with a frame size of 2s. The Softmax output layer contains

the probabilities of predicted classes. We use a Rectified Linear Unit (ReLU) and

hyperbolic tangent (TanH) activation functions.

For the Autoencoder model we use LSTM hidden layers with TanH activation

function. The input data is the framed signal and the output is the predicted sig-

nal after compression processing. The following Tables (4.1, 4.2, and 4.3) describe

the architecture of the ANN, CNN, and RNN classifiers used for the detection of

advertisements.

Layers Filters/units Functions

Input 20x32

BatchNormalization 20x32

Flatten 640

Dense 256 TanH

Dropout 0.5

Dense 256 ReLU

Dropout 0.5

Dense 50 Softmax

Table 4.1: ANN classifier model
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Layers Filters/units Functions

Input 20x32

BatchNormalization 20x32

Convolution 16 ReLU

Maxpool 2

Dropout 0.1

Convolution 16 ReLU

Maxpool 2

Dropout 0.1

Global Maxpool

Flatten

Dense 50 Softmax

Table 4.2: CNN classifier model

Layers Filters/units Functions

Input 20x32

BatchNormalization 20x32

LSTM 64 ReLU

Dense 64 TanH

Maxpool 2

LSTM 32 ReLU

Dense 32 TanH

Maxpool 2

Flatten

Dense 50 Softmax

Table 4.3: RNN classifier model

Our dataset of advertisements has some level of class imbalance, each class having

a different number of examples. In order to handle the imbalanced dataset, we need

to apply class balancing techniques. We apply the weight balancing technique [120],

since under or oversampling data is not suitable for advertisements data.
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4.6 Experiments

To evaluate our proposed framework we conducted different experiments on the

dataset collected by MediaMarketing2. This dataset consists of eight different TV and

Radio channels. The streams are recorded on 24h times recording for each channel, the

recording streams are divided into one-hour segments. We randomly split the dataset

into 80% training and 20% testing disjoint partitions. To choose the discriminative

descriptors in the training part, two combinations of features are extracted:

� MFCC and Root Mean Square,

� MFCC, Chromagram, Contrast, Tonal Centroid, and Root Mean Square.

We exploited 50 classes of advertisements to train our classifiers and autoencoder,

and the duration of advertisements varies between 3s to 60s. The dataset was anno-

tated manually by MediaMarketing. Also, our framework uses three thresholds that

are defined by experiments as follows :

� TSilence : We fixed this value to 0.00003. This threshold is used to indicate if

the signal is a silence,

� TDTW : the best value in our experiments is equal to 20,

� TMSE : this threshold is fixed by calculating the mean square error on the

training process. After training the autoencoder at 200 epochs with 23792

parameters, we got the value of TMSE equal to 0.06

The use of autoencoder expects to do dimensionality reduction, so we need to

preserve the initial data and reduce the loss function. Figure 4.4 presents a chart

that shows the loss error.

2https://www.mediamarketing-dz.com
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Figure 4.4: Mean Square Error calculated from the training and test data

In order to reduce the time execution, we only keep predicted class if it has

probability greater than 0.99. The size of the training dataset is 25519 items and the

test dataset is 6380 items. The details of the training and testing steps are shown in

Table 4.4.

Performance / Models ANN CNN RNN

Total params 83073 68457 37585

Training accuracy 1.00 1.00 1.00

Test accuracy 1.00 1.00 1.00

Training loss 0.001 0.001 0.001

Test loss 0.001 0.005 0.002

Table 4.4: Training and test parameters

In Figure 4.5 we show the accuracy of each proposed models.
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Figure 4.5: Performance accuracy of Advertisements Detection and Classification models

The results in Figure 4.5 shows that the classification-trained models give high

accuracy. Overall, the results are satisfying both using MFCC and Root Mean Square

or MFCC combined with other features. We finally choose MFCC and Root Mean

Square for the rest of our experiments. We now turn our attention to evaluating our

models on real-word conditions using previously saved continuous streams. Perfor-

mance is assessed in terms of Precision (P), Recall (R), and F-measure (F). Precision

computes the proportion of all detected sounds that are of the correct class. Recall,

by contrast, computes the proportion of detected sound events out of the total num-

ber of sound events. F-measure is a combination of precision and recall [105][150].

These measures are calculated as follows:

P = TP/(TP + FP ) (4.2)

R = TP/(TP + FN) (4.3)

F = (2 ∗ P ∗R)/(P +R) (4.4)

Where, TP denotes the number True Positives, FP the number of False Posi-

tives, and FN the number of False Negatives. We present the experimental results of

proposed models in Table 4.5.
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Models / Measures P R F

ANN-DTW 0.93 0.70 0.80

ANN-Autoencoder 0.92 0.84 0.87

CNN-DTW 0.80 0.65 0.72

CNN-Autoencoder 0.87 0.71 0.78

RNN-DTW 0.84 0.76 0.80

RNN-Autoencoder 0.90 0.82 0.86

Table 4.5: Precision, Recall, and F-measure achieved over the implemented models

In our experiments we varied the number of CPU cores for parallel processing and

observed how the performance changed for each model. From Figure 4.6 we can see

that the performance is high when the number of CPU cores increases.

Figure 4.6: Speed-ups for the three models

This observation is surprising as we expected temporal models to outperform static

models (ANN) because the audio content is time-series data.

Experimental results demonstrated that the ANN-Autoencoder hybrid model sig-

nificantly improved the detection performance. Also, ANN combined with the con-

ventional dynamic time warping ANN-DTW is still an efficient method and gives

acceptable results, but the recall is low compared to the other models and it’s not
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recommended for the scalability. Fortunately, the autoencoder models provide a po-

tential way to achieve outliers detection although the weak loss. So, we will explore

more autoencoder models to improve outliers detection.

To obtain an accurate comparison with other works, we evaluate the performance

or our approach with DejaVu-Shazam [162], and Ad-Net [108] approaches. The

Shazam approach is based on peaks detection. However, Ad-Net uses a convolu-

tional neural network model and is based on audio spectrogram representation. Our

approach is based on MFCC features.

The experimental results are as follows:

Approaches / Measures P R F

DejaVu-Shazam (2014) 0.91 0.80 0.85

Ad-Net (2018) 0.89 0.85 0.86

Our approach (2021) 0.92 0.84 0.87

Table 4.6: Comparison with other approaches

From these experimental results, we observed that DejaVu take a long time to

generate fingerprints of the audio file and it generates a huge number of hashes.

The MFCCs are relatively inexpensive to calculate and we found that our approach

outperformed the Ad-Net approach in the experimental tests. Based on these obser-

vations, we can consider that our model ANN-Autoencoder has more advantages in

performance and running time. The Shazam algorithm has been created especially

for identifying cover audios from other millions of songs. However, when applied to

the advertisements detection task, the system is less effective due to the perceptual

similarity judgments of songs were sometimes correlated.

4.7 Conclusion

In this work, we have proposed a global architecture of TV and radio advertise-

ments monitoring system based on deep learning models, that captures streams, de-

tect and identify advertisements broadcasted on different channels at different times.

The system provides a service for a targeted audience such as large companies and
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state institutions. We have proposed a silence-based segmentation algorithm that

splits an audio stream. Also, an autoencoder was implemented for outliers detection

and, three classifiers (ANN, CNN, RNN) were implemented, compared, and evalu-

ated. Since the obtained results are satisfactory, and the comparative results prove

the performance of our approach.

The novelty in our work is that our approach is efficient for both television and

radio channels and exploits the power of deep learning to detect efficiently the adver-

tisements, we intend to extend this work to novel methods such as an unsupervised

model which is very important for the detection of unknown advertisements. We also

plan to parallelize and implement our algorithms on a different multi-core GPU for

scalability and high performance. Lastly, we are considering the integration of other

media such as online TV and Youtube in the analysis processes.
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CHAPTER V

A Big Data Framework for Video Content

Processing

For efficient processing of large scale TV video contents, there is a need for a

scalable and distributed system. In this chapter, we address the problem of TV ad-

vertisements identification based on a distributed architecture. It consists to generate

the dataset and identification of categories in video streams.

5.1 Introduction

Managing and analyzing TV stream of many channels in near real-time is a chal-

lenge. Recent works discussed multimedia processing with Big data platforms like

Hadoop, Spark and others. Big data technologies, such as Hadoop or Spark echo sys-

tem, are software platforms designed for distributed computing to process, analyze,

and extract the valuable insights from large datasets in a scalable and reliable way.

The cloud is preferably appropriate to offer the big data computation power required

for the processing of these large datasets [117]. In [5], authors provide an extensive

study on intelligent video big data in the cloud. First, we define basic terminologies

and establish the relation between video big data analytics and cloud computing. Sev-

eral studies have shown that Spark can significantly outperform Hadoop for a broad

range of applications [103]. Given the performance offered by Spark, we investigate

how this platform can be used to perform video analysis and data extraction.
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5.2 Related Work

Different big data frameworks such as Apache Spark, Apache Storm, and Apache

Hadoop have been widely used to perform massive data processing on computer

clusters [136]. Apache Hadoop has been applied in large text data and graph data

mining. Many achievements have been made in the research of video processing based

on MapReduce [47]. Spark is the new solution for massive data processing. Whereas

Hadoop reads and writes files to HDFS, Spark processes data in RAM using a concept

called Resilient Distributed Dataset (RDD). Another framework for stream processing

is Apache Kafka that can be used for real-time video processing.

Wang et al. [171] proposed a parallel video data analysis framework based on

Spark, and examined the power of the MapReduce framework on different multime-

dia data mining applications such as video event detection and near-duplicate video

retrieval. Zhang et al. [180] introduced a cloud-based architecture that can pro-

vide both real-time processing and offline batch data analysis of large-scale videos.

This architecture is based on both Apache Kafka and Storm for real-time processing.

Zhang et al. [178] presented an online video surveillance framework that includes the

distributed Kafka message queue and Spark Streaming. Lv et al. [99] introduced a

Spark based solution for near-duplicate video detection, and employed three feature

descriptors: Scale Invariant Feature Transform (SIFT), Local Maximal Occurrence

(LOMO), and Color Name (CN). In which for SIFT and CN, , Bag-of-Visual-Words

(BoVW) is introduced to characterize video features.

Recently, a distributed deep learning framework called BigDL [31] is introduced,

which is implemented on top of Apache Spark and allows users to develop deep learn-

ing applications. BigDL support different learning algorithms such as Neon, Caffe,

TensorFlow, Torch, and Theano. It can efficiently scale out to perform data analytics

using Spark. Hamilton et al. [54] proposed MMLSpark which provides a distributed

image processing library that integrates OpenCV with Spark and combines deep learn-

ing library Cognitive Toolkit, with Apache Spark. Also, they integrate the popular

image processing library OpenCV with Spark.

In paper [70], authors proposed and evaluated cloud services based on Hadoop

and Spark for high resolution video streams in order to perform line detection using
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Canny edge detection followed by Hough transform. The results demonstrate the

effectiveness of parallel implementation of computer vision algorithms to achieve good

scalability for real-world applications.

In literature, some researchers exploited distributed computing technology with

GPU for the development of large-scale video retrieval systems. Wang et al. [158] pro-

posed a novel MapReduce framework for near-duplicate video retrieval for large-scale

multimedia data processing by joining the computing power of GPU’s and MapRe-

duce model to speed up the video processing. In the same way, Rathore et al. [130]

proposed a model which integrate parallel and distributed environment of Hadoop

ecosystem with GPU and Spark to make it more powerful and real-time in terms of

processing. Also, they implemented a MapReduce equivalent algorithm for efficient

data processing using GPUs.

In addition, numerous commercial solutions have already deployed the cloud-based

distributed video processing system. Google Vision API [49] offers a Video Data

management and retrieval framework. They also provide APIs for video processing

and can recognize over 20,000 objects, places, and actions in stored and streaming

video. IBM Intelligent Video Analytics [67] is another cloud service which provides

batch video data processing and real-time video stream processing.

5.3 Architecture of the Big Data Framework for Video Con-

tent Processing

In this section, we take a more detailed look at our proposed big data based

architecture, we look at the Hadoop cluster. Next, we introduce the data transfer

between nodes. Finally, we take a look at GPU units used for fast computation.

We propose an approach for fast and parallel video analysis and processing frame-

work using Apache Spark and Kafka. The cluster helps us to handle large-scale

of video data and reduce the processing time. The three main components of our

system are the video stream collector, the video processing, and the video content

classification. The specification is shown in Figure 5.1.

Kafka is a distributed messaging system developed for the purpose of the collection

and delivery of large volumes of data with high throughput and low latency. It is
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Figure 5.1: Architecture of the Big Data Framework for Video Content Processing

executable as a cluster on multiple servers called Kafka Cluster, and that stores

streams consisting of keys, values, and timestamps in categories called topics. There

are two major types of messaging models. The first is a push-type model, in which the

transmitting side starts transferring data. The second is a pulltype model, in which

the transfer is started by the receiving side sending a data request. Kafka consists

of producers, brokers, and consumers [69]. For each TV channel we create a topic in

the Kafka cluster.

Spark was developed at the University of California at Berkley, and it is a dis-

tributed processing framework that stores and processes large-scale data. MapReduce

is a specialized distributed batch processing framework for processing methods used

in Apache Hadoop. On the other hand, Spark increases the execution speed of the

entire process by speeding up the input/output by storing the data in memory. In

Spark, data are handled as a DataFrame because a DataFrame can easily be processed

in Spark SQL. The proposed framework includes three components which are:

� Video Collector,

� Data Processing,

� Categories Fusion.
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In the next, we will review in detail these components.

5.4 Video Collector

The video collector uses a cluster of SAT-IP receivers that provide broadcated

TV content. The collector reads the stream from each channel and convert the video

content into a series of video frames. Each TV channel can have different specifi-

cations such as the resolution, or number of frames per second. The collector uses

the FFMPEG video-processing library to convert a video stream into frames. Each

frame is resized to a specific resolution (e.g. 300x300). Afterwards, we compute for

each frame the hash code, which will be represented in JSON format and pushed to

a kafka queue.

Given a video file, we publish the content to a specified Kafka topic using the

following algorithm:

Algorithm 5 Publish video content to a Kafka topic

1: procedure PublishVideoFile(file, topic)
2: video← OpenV ideo(file)
3: frame no← 1
4: count← Size(video)
5: producer ← KafkaProducer
6: while frame no ≤ count do
7: if frame no%5 then
8: frame← GetFrame(video, frame no)
9: hash← GetHash(frame)
10: producer.send(topic, hash, frame no)
11: end if
12: frame no← frame no+ 1
13: end while
14: return
15: end procedure

5.5 Data Processing

We introduce a distributed data processing architecture that provides data pro-

cessing on top of the Apache Spark framework. The Data Processing component is

mainly in charge of identify the categoryies of each frame hash received from the
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spark streaming component. Spark Streaming receives input data streams and di-

vides the data into batches, which are then processed by the Spark nodes (workers).

each worker node is responsible to find the category of each frame hash, then the

result is pushed to the Categories Fusion component. the corresponding algorithm is

as follow:

Algorithm 6 Process data by Spark cluster

1: procedure ProcessDataStream
2: sc← SparkContext
3: consumer ← KafkaConsumer
4: df ← sc.dataframe(hashes, categories)
5: queue← []
6: for topic, hash, frame no in consumer do
7: if hash in df then
8: time← frame no/24
9: queue.push(topic, category, time)
10: end if
11: end for
12: return
13: end procedure

5.6 Categories Fusion

Once categories of advertisements are found, this step focuses on grouping the

consecutive category in one instance. Then, all results will be saved in the database.

The strucuture of the final table will contain the topic name (TV), the category of

advertisement, and the broadcast time. We can resume the steps of this module in

the following pseudo algorithm:

Algorithm 7 Categories Fusion

1: procedure CategoriesFusion
2: cat queue← sort(queue[topic, category, time])
3: cat list← []
4: for topic, category, time in cat queue do
5: if (topic, category) not in cat list then ▷ long elapsed time
6: final list.add(topic, category, time)
7: end if
8: end for
9: return(cat list)
10: end procedure
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5.7 Experimentation

To evaluate our proposed architecture on large scale, it is necessary to have the ap-

propriate environment such as a Big data infrastructure dedicated for data analytics.

To demonstrate the feasibility of our proposed architecture, we performed the exper-

iments on Colab1 server provided by Google. The host system is a server equiped by

2vCPU, and 12 GB RAM. Each server has two 6-core Intel Xeon processors running

at 2.3 Ghz. We have installed Apache Spark in local mode (no cluster). We com-

pared performance of the framework between CPU based node and GPU (NVIDIA)

based node. The size of the processed video file is 1 hour long (3600 seconds), and

has a frame rate of 25 frames per second. The following tables presents the obtained

results.

Configuration @1/2 frame @1/4 frame @1/6 frame @1/8 frame

CPU (1 node) 300s 230s 120s 100s

GPU (1 node) 110s 80s 65s 40s

Precision 0.94 0.93 0.85 0.78

Table 5.1: Execution time for video processing on Spark

Configuration @1/2 frame @1/4 frame @1/6 frame @1/8 frame

CPU/GPU 0.94 0.93 0.85 0.78

Table 5.2: Pecision of the video processing framework on Spark

The execution time is improved by reducing the number of processed frames per

second as we see in the table 5.1. But, we can’t preserve the precision rate of our

framework which is indicated on the table in table 5.2. For that reason, we choose

parameter that provide the best results in execution time and precision as well. Ac-

cording to the results, we choose to process 1 frame from every 4 consecutive frames.

Through these experiments, we can confirm that the use of Big data frameworks is

more interesting especially when we exploit the power of GPU.

1https://colab.research.google.com/
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5.8 Conclusion

In this chapter, we have proposed a robust and distributed framework based on

Apache Kafka and Apache Spark with the intention to identify and classify adver-

tisements in TV video stream. We then implemented the proposed framework on

Google Colaboratory (Colab) which is done using PySpark framework. By experi-

ments, we demonstrate the success of using the Big data frameworks especially using

GPUs. The proposed system can be a candidate solution for large-scale video analyt-

ics over a multi-node environment including Apache Spark and Kafka cluster. Where

we can measure the resource usage and performance scalability against different sizes

of clusters.
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CHAPTER VII

Conclusions

7.1 Summary

In this thesis, we have developed a TV stream analysis framework based on deep

learning models and algorithms. The process covers videos storage, analysis, and

information extraction such as news clips, and advertisements reporting. The frame-

work was built component by component, We started by focusing on TV stream

segmentation problem, a new method was proposed in TV programs segmentation

especially for the news program. Next, we have proposed a macro-segmentation of

the TV news content in order to extract the topics, this method consists to identify

the sets of frames that the news presenter is located, and the closed captions was

extracted and converted to text using OCR tool.

In the second work, we tackled the advertisements identification using deep neural

networks models, three classifiers: ANN, CNN, and RNN were implemented, com-

pared, and evaluated. Also, an autoencoder was implemented for outliers detection.

Our approach is based on audio features that allows to use it for both TV and radio

channels, a dataset composed of 50 classes was made for training phase. Our ap-

proach successfully classifies advertisements with a classification accuracy of 100%.

However, It remains some improvements to identifies closets advertisements.

Our final contribution concerns the problem of TV content classification based

on distributed deep learning models. It consists to perform the training and testing

models to achieve a reduced run-time. We look at the use of Hadoop/Spark cluster.

Next, we introduce the data transfert between nodes. Finally, we take a look at GPU
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units used for fast computation.

7.2 Future Work

Although we have proposed several contributions in the TV content analysis do-

main, some points remain unresolved and we put them in perspective. All experiments

was done on a local datasets built from the national media channels, we hope to do

exhaustive comparison with others methods using a public datasets such as ALIF.

Also, we plan to do an exhaustive analysis of TV News for the identification and

segmentation of topics. We will investigate the news story categorisation problem

using NLP techniques, when each topics must be classified in one of the categories:

politic, economic, health, sport, ...).
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segmentation: Metadata-based vs. content-based approaches. In Proceedings
of the 6th ACM international conference on Image and video retrieval, pages
325–332, 2007.

[13] Cigdem Beyan and Robert Fisher. Classifying imbalanced data sets using simi-
larity based hierarchical decomposition. Pattern Recognition, 48(5):1653–1672,
2015.

[14] Sergiy Bilobrov and Iouri Poutivski. Commercial detection based on audio
fingerprinting, February 9 2016. US Patent 9,258,604.

[15] Murat Birinci and Serkan Kiranyaz. A perceptual scheme for fully auto-
matic video shot boundary detection. signal processing: image communication,
29(3):410–423, 2014.

[16] Darin Brezeale and Diane J. Cook. Automatic video classification: A survey of
the literature. EEE Transactions on Systems, Man, and Cybernetics, Part C
(Applications and Reviews), 38(3):416–430, 2008.

[17] Karlis Martins Briedis and Karlis Freivalds. On-line television stream classifi-
cation by genre. Baltic Journal of Modern Computing, 6(3):235–246, 2018.

[18] Jinzhou Cai. Large-scale multi-label video classification, 2018.

[19] Michael Calonder, Vincent Lepetit, Christoph Strecha, and Pascal Fua. Brief:
Binary robust independent elementary features. In European conference on
computer vision, pages 778–792. Springer, 2010.

[20] Pedro Cano. Content-based audio search: from fingerprinting to semantic audio
retrieval. PhD thesis, Citeseer, 2006.

[21] Pedro Cano, Martin Kaltenbrunner, Fabien Gouyon, and Eloi Batlle. On the
use of fastmap for audio information retrieval and browsing. 2002.

[22] Patrick Cardinal, Vishwa Gupta, and Gilles Boulianne. Content-based adver-
tisement detection. In Eleventh Annual Conference of the International Speech
Communication Association, 2010.

88



[23] Diego Castán, Alfonso Ortega, Antonio Miguel, and Eduardo Lleida. Audio
segmentation-by-classification approach based on factor analysis in broadcast
news domain. EURASIP Journal on Audio, Speech, and Music Processing,
2014(1):34, 2014.

[24] R Chalapathy, AK Menon, and S Chawla. Anomaly detection using one-class
neural networks. arxiv 2018. arXiv preprint arXiv:1802.06360.

[25] David Charte, Francisco Charte, Salvador Garćıa, Maŕıa J del Jesus, and Fran-
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Abstract: Information extraction from multimedia content is a challenging task.
In this thesis, we present an architecture of multimedia contents classification sys-
tem that provides different phases to extract semantic information from broadcasted
streams, starting with the segmentation process, news topics extraction, and adver-
tisement detection and classification. Next, we give an extension to our framework
and describes an audio-based hybrid model for content classification combining differ-
ent deep neural networks with auto-encoder applied to advertisement detection in TV
broadcast. Our models achieve high levels of precision. The last contribution consists
of a distributed architecture based on the Kafka and Spark frameworks which offer
parallel processing of TV streams, we demonstrate through this work the scalability
and robustness of this architecture.
Keywords: Multimedia processing; Parallel processing; Deep learning; TV stream
analysis; News identification; Advertisement extraction; Media monitoring

Résumé : L’extraction d’informations à partir de contenus multimédias est une
tâche difficile. Dans cette thèse, nous présentons une architecture d’un système pour
la classification des contenus multimédia qui fournit différentes phases pour extraire
des informations sémantiques des flux diffusés, en commençant par le processus de
segmentation, l’extraction de sujets d’actualité et la détection des publicités. Ensuite,
on propose une extension de ce système consiste en un modèle hybride basé sur l’audio
pour la classification de contenu combinant différents réseaux de neurones profonds
avec un auto-encodeur appliqué à la détection de publicité diffusée sur la télévision.
Les modèles proposés ont atteint des taux de succès très élevés. La dernière con-
tribution consiste en une architecture distribuée basée sur les frameworks Kafka et
Spark qui offrent un traitement parallèle des flux TV, nous démontrons par ce travail
l’évolutivité et la scalabilité de cette architecture.
Mots clés : Multimedia processing; Parallel processing; Deep learning; TV stream
analysis; News identification; Advertisement extraction; Media monitoring
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