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General Introduction

The rapid expansion of online platforms and the multitude of options available to con-
sumers in the field of electronic commerce have highlighted the importance of recommen-
dation systems for customizing user experiences and maximizing sales. Their primary
objective is to satisfy the customer by offering products, services, or content that best
match their tastes and needs. By analyzing data such as purchase histories, ratings, and
browsing behaviors, these systems can anticipate users’ expectations and enhance their
overall experience. Additionally, recommendation systems aim to provide a diverse range
of choices, allowing users to discover new options they might not have considered other-
wise. This ability to surprise and satisfy customers helps to increase their engagement
and loyalty to the platform or service using these systems. Conventional recommendation
systems, like collaborative filtering or content-based filtering, encounter issues like sparse
data, cold start problem, scalability challenges, restricted diversity, and absence of con-
text awareness. That’s why a new method known as hybrid recommender systems has
emerged to address these issues.

Hybrid recommendation systems merge different recommendation approaches like col-
laborative filtering and content-based filtering to maximize their strengths and minimize
their weaknesses, resulting in more precise and diverse recommendations.

Recommendation systems in e-commerce provide customized recommendations, en-
hancing user shopping experience and boosting sales [20](Burke, 2002). These systems
use different algorithms and methods to create suggestions relying on user preferences, ac-
tions, and historical data. Content-based recommendation suggests items based on their
attributes and descriptions, matching them with user interactions. To clarify, imagine a
customer who buys organic food products often and gives them high ratings. A content-
based recommendation system could recommend additional organic items or products
within the same category to improve the shopping experience.

Collaborative filtering is also used as an recommendation method which focuses on
comparing the similarities or differences between users or items. First, User-based col-
laborative filtering recommends items based on users’ behaviors compared to other users,

1



GENERAL INTRODUCTION

while item-based collaborative filtering recommends items by comparing their behaviors
with other items [118](Zhang et al., 2019).

To understand, think about an internet bookshop where customers who bought fan-
tasy novels have also displayed a liking for science fiction novels. Item-based collaborative
filtering algorithms recommend science fiction books to users who purchased fantasy nov-
els, by analyzing the correlation between these genres and the shopping habits of similar
users. Incorporating a hybrid recommendation system that combines collaborative filter-
ing to identify similar users and content-based recommendations to improve suggestions
through item analysis. Using like these combinations hybrid recommendations can pro-
vide better suggestions, combining different methods’ advantages and overcoming their
drawbacks.

In this work, we introduce a hybrid approach which will make it possible to resolve
some difficulties faced in recommendation systems following a plan of 3 chapters: Before
delving into the main topic of our research , we start in chapter 1 , by introducing some
general concepts like artificial intelligence, machine learning and E-commerce sector.

Next, in chapter 2, we provide a study of the state of the art.Indeed after studying
articles and research papers and try to understand the strength and short-comings of the
available approaches.

In chapter 3, we describe the proposed approach by representing the methods and
algorithms used , the implementation,a comparison with some other techniques and an
evaluation.

We conclude with a conclusion and future perspectives

2



Chapter 1

Introduction to e-commerce and
artificial intelligence

1.1 Introduction

In the first part of this chapter, in the first part we will try to give important in-
sights about the E-commerce sector (definition, history, evolution, forms and last statis-
tics).Afterwards, in the second part, we will discuss the artificial intelligence domain and
Machine learning including its different types, and algorithms.

1.2 E-commerce

Nowadays, leaving home has become not necessary to do any-type of shopping , consumers
can make all their purchases from theirs homes thanks to the Internet and online shopping
(also called E-commerce) that represents an effective way to save money and time.

1.2.1 Definition of E-commerce

E-commerce or electronic commerce a term representing and referring to buying and
selling products and exchanging services using Internet and which can be done through
computers, smartphones, tablets, etc.

We can also define E-commerce as the sale or purchase using methods specifically
designed for order placement or receipt. Even though goods or services are ordered elec-
tronically, payment and delivery do not necessarily have to occur online. An electronic
business transaction can occur between businesses, households, individuals, governments,
and other public or private organizations [41].

3
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1.2.2 History of E-commerce

The development of e-commerce has been driven by significant technological advancements
and shifts in consumer behavior. In the early 1990s, the emergence of the World Wide
Web paved the way for online communication and commerce. Prior to this, the minitel
system introduced limited online services, including early forms of e-commerce.

A pivotal moment came in 1994 with the first remote credit card transaction when Phil
Brandenberger bought a Sting album for $12.48 in the USA, demonstrating the potential
of secure online transactions and laying the foundation for e-commerce growth.

During the 2000s, e-commerce grew quickly because many people started using broad-
band internet where companies like Amazon in the United States were important in
making online shopping popular.

Then, the introduction of smartphones in the 2010s marked a shift towards mobile
commerce (also called m-commerce). This allowed consumers to shop, pay, and use online
stores directly from their phones, making online shopping more convenient.

Today, e-commerce has expanded beyond geographical limitations due to advance-
ments like data centers and international rule standardization. This has made global pur-
chasing and trade smooth and accessible to consumers everywhere. Modern e-commerce
platforms offer a wide range of products, secure payment options, personalized shopping
experiences, and fast delivery services, making online shopping convenient and efficient.

1.2.3 Evolution of E-commerce

The statistics reveal that global e-commerce revenue surpassed $2.382 billion in 2017. In
2018, the sector continued to grow, with global revenue estimated at over $2.928 billion.
This upward trend persisted in 2019, with revenues exceeding $3.535 billion. In 2020,
there was a significant increase compared to previous years, reaching $4.206 billion. The
year 2021 saw a revenue of $4.927 billion, marking a 15% increase. In 2022, revenues
reached $5.695 billion, and finally, in 2023, e-commerce revenue hit a staggering $6.542
billion. These numbers illustrate how online shopping has revolutionized the way we
purchase goods and highlight the growing importance of this sector in our daily lives.

This rapid growth is attributed to various factors such as :

- The easy access to the Internet.
- The improved secure payment technologies.
- The diversification of offers and services available on online commerce platforms.

4



CHAPTER 1:INTRODUCTION TO ARTIFICIAL INTELLIGENCE AND
E-COMMERCE SECTOR

These developments ensure a positive future for the industry and an optimistic con-
tinuation.

1.2.4 Forms of E-commerce

E-commerce platforms use six distinct forms to connect with customers online and stream-
line transactions. These strategies allow businesses to reach their target audience while
ensuring smooth and convenient shopping experiences.

1. Business to Business (B2B) Refers to buying and selling products between busi-
nesses without intermediaries, sharing information in digital form.(Alibaba, Amazon
Business)

• Example: A wholesale distributor of electronic components sells large quan-
tities of products to a computer manufacturing company through an online
portal.

2. Business to Consumer (B2C) Involves online sales to end buyers, widely used
in countries like Norway, Denmark, Sweden, the UK, and the US, primarily for IT
products, clothing, and digital items. ( Amazon, eBay)

• Example: An individual purchases a new smartphone directly from an elec-
tronics retailer’s website like Amazon.

3. Business to Administration (B2A) Involves electronic transactions between
a business and an administration, such as government procurement and licensing
procedures.(e-Achats)

• Example: A software company provides an online portal for a government
agency to purchase software licenses and manage service contracts.

4. Consumer to Consumer (C2C) Platforms facilitating direct transactions be-
tween consumers, such as eBay, where transactions occur between individuals.(eBay,
Leboncoin)

• Example: One individual sells a used bicycle to another individual through an
online marketplace like eBay or Craigslist.

5. Consumer to Business (C2B) Involves individual consumers offering products
or services to businesses, such as freelance work or personalized products.(Upwork)

5
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• Example: A graphic designer offers logo design services to a small business
through a freelancing platform like Upwork.

6. Consumer to Administration (C2A) Encompasses electronic transactions be-
tween individuals and public administrations, such as paying taxes online or renew-
ing government-issued licenses.(IRS.gov)

• Example: A citizen renews their driver’s license online through a government
portal instead of visiting a physical office.

Figure 1.1: Types Of E-commerce [43].

1.2.5 Advantages of E-commerce

E-commerce brings several benefits that make shopping and selling easier and more effec-
tive.

• Cost-effective and efficient: Online stores don’t have to pay for things like store
rent and utilities, which can be expensive for physical stores. This means they can
offer products at lower prices. As a result, buying and selling online is quicker and
smoother because there are fewer overhead costs involved.

• Global reach without geographical limitations: With e-commerce, you can shop
from anywhere in the world, and businesses can sell their products to customers
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worldwide. This expands your choices and creates more opportunities for businesses
to reach a larger audience.

• Convenience for consumers and businesses: Online shopping is simple and adapt-
able, allowing you to shop whenever it suits you. For businesses, this translates to
increased sales and satisfied customers.

• Diverse product offerings and competitive pricing: Online stores offer a wide variety
of products from various sellers, giving you a greater selection. The competition
among sellers often results in better prices for shoppers.

• Enhanced communication and customer service: You can talk to businesses instantly
through chat or email, getting help whenever you need it. This makes your shopping
experience smoother and more enjoyable.

1.2.6 Recommendation engines

There are many recommendation motors or platforms , we cite some of them.

1.2.6.1 Amazon

Amazon is an American e-commerce company based in Seattle, founded by Jeff Bezos in
July 1994.

Initially focused on selling books online, Amazon later expanded its scope to include
various other domains such as computer science, cinematography, health clinics, and more.

Today, Amazon is a dominant force in internet commerce, representing approximately
40% of online sales.

Its revenue continues to grow steadily, reaching $574.8 million dollars for the entire
year of 2023.

1.2.6.2 Jumia

Jumia is an African e-commerce company based in Lagos, Nigeria, founded by Tunde
Kehinde and Raphael Afaedor in 2012.

Initially focused on online retail in Nigeria,Jumia later expanded its operations to
serve customers in several African countries, offering a wide range of products including
electronics, fashion, home goods, and more.

Even if Jumia’s revenue for 2023 ($186.6 million dollars) also decreased by 8.3% com-
pared to that of 2022 ($203.3 million) Jumia is a leading player in the African e-commerce
market, representing a significant share of online sales across the continent.
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1.2.6.3 Alibaba

Alibaba is a Chinese multinational e-commerce company founded by Jack Ma in April
1999(Hangzhou, China).

Initially as a platform for business-to-business (B2B) transactions, before diversifying
its services to include business-to-consumer (B2C) and consumer-to-consumer (C2C) sales,
cloud computing, digital media, and entertainment.

Alibaba is one of the world’s largest e-commerce companies, with a significant presence
over the world.

Its platforms(Taobao, Tmall, and AliExpress) are facilitating a wide range of transac-
tions across various industries.

Alibaba’s revenue has seen consistent growth over the years, with its financial reports
reflecting substantial earnings from e-commerce activities ,In 2024 alone, Alibaba reported
a revenue of 448 million (US$3,802 million), playing an important role in the global e-
commerce landscape.

1.2.6.4 eBay

eBay is an American multinational e-commerce corporation founded by Pierre Omidyar
in September 1995 (San Jose, California, USA).

Initially started as an online auction platform, eBay has since diversified to include
fixed-price sales, making it a marketplace for both consumer-to-consumer (C2C) and
business-to-consumer (B2C) transactions.

eBay is one of the world’s leading e-commerce companies, facilitating millions of trans-
actions daily across a wide array of product categories.

Its platform enables users to buy and sell a variety of goods and services worldwide,
leveraging its auction-style sales, buy-it-now options, and classified advertisements.

EBay’s revenue for the twelve months ending March 31, 2024 was $10.158B, under-
scoring its significant role in the e-commerce industry.

1.2.6.5 Shopify

Shopify is a Canadian multinational e-commerce company founded by Tobias Lütke,
Daniel Weinand, and Scott Lake in 2006 (Ottawa, Canada).

Initially conceived as an online store for snowboarding equipment, Shopify evolved
into a comprehensive platform that enables businesses to create and manage their own
online stores.
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Shopify is one of the world’s leading e-commerce platforms, providing tools for busi-
nesses of all sizes to sell products online, in-store, and through various online channels.

Its platform includes customizable storefronts, payment processing, and a wide array
of integrations and applications to enhance the e-commerce experience.

Shopify’s revenue has experienced robust growth, reflecting its expanding merchant
base and the increasing adoption of e-commerce solutions globally. Shopify’s revenue for
the twelve months ending March 31, 2024 was $7.413B cementing its position as a key
player in the e-commerce ecosystem.

These huge numbers call for automation in general, and computers to improve them.
In the next section, we discuss a computer science field that can help , namely artificial
intelligence

1.3 Artificial intelligence and ML basic concepts

In this section we will introduce the basic concepts that are important to delve in artificial
intelligence and machine learning domains.

1.3.1 Definition of Artificial intelligence

We can introduce Artificial intelligence as the capacity of machines and computer pro-
grams to accomplish complex tasks by generating from the intelligence of the human being
mathematical models or algorithms to be compiled to help the machine to:

• Process data.

• Learn.

• Take decision.

It is based on several aspects (natural language processing, pattern recognition, machine
learning, etc.)

The term “artificial intelligence”, (“AI” in English: artificial intelligence),was created
by John McCarthy who defines it as: “The science and engineering of making intelligent
machines, especially intelligent computer programs.” It is related to the similar task of us-
ing computers to understand human intelligence, but AI should not be limited to methods
that are biologically observable. » [38]

Marvin Lee Minsky , who is one of its creators, defines it as: "The construction of
computer programs which undertake tasks which are, for the moment, accomplished more
satisfactorily by human beings because they require high-level mental processes such as
[55]:
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• Perceptual learning

• Memory organization

• Critical reasoning

We focus on Machine Learning which represents our domain of research :

1.3.2 Definition of Machine Learning

Arthur Samuel defines Machine Learning as :" The ability of a computer to learn without
having been explicitly programmed" [93].

Also We can define Machine Learning as a field of artificial intelligence that represents
the scientific study and development of algorithms and statistical models that computer
systems use to perform specific tasks without explicit instructions, relying on patterns
and inference instead [36] and that allow computers to :

• Do things on their own by looking at examples.

• Learning from data or patterns.

• Make decisions based on this experience,

Machine learning no longer focuses on how to find abstract objects like a probability
law for example, but focuses above all on the operational side, that is to say making
decisions based on data by making as few errors as possible." [7].

1.3.3 foundational concepts in ML

1.3.3.1 Classification

Consists of predicting a class or categorizing a new element (e.g: predicting whether an
email is spam or not) [79].

Figure 1.2: classification example [105]
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Classification in machine learning involves choosing an appropriate model, training on
labeled data, and evaluating the model’s performance on unseen data to ensure that it
can generalize correctly [10].

1.3.3.2 Regression

Regression is based on predicting a continuous numerical value (e.g: predicting the price
of a house based on its characteristics) [63].

Regression in machine learning involves modeling the relationship between a depen-
dent variable and independent variables to predict continuous values. There are several
regression algorithms and techniques, and the choice of method depends on the character-
istics of the data and the specific needs of the problem [92].Figure 1.4 below summarizes
the most common of these methods

Figure 1.3: Regression types [56]
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The difference between the two concepts is shown in the figure 1.5 below :

Figure 1.4: Classification vs regression [2].

1.3.4 Common ML problems

These ML methods often suffer from two common problems : over-fitting and under-
fitting.In order to comprehend them the reader must be aware of some basic statistics
concepts such as :

Variance : Variability of the predictions for different datasets [31].

Training error : measures how well the model has learned the training data.

Test error : (Also called validation error) measures the model’s ability to generalize to
new or unseen data (applying the patterns and relationships it has learned during
training to new instances) [16].

Bias : refers to how a model consistently makes predictions that are either too low or too
high compared to the actual values.It can happen when the model is too simple or
when the training data doesn’t accurately represent the real-world scenarios (lack
or representation) [100].

1.3.4.1 Over-fitting

Occurs when the model’s fit to the training data is too tight, and the model loses its
ability to generalize correctly to new data [9].This occurs when we have:

- High variance
- Low training error.
- High Test error
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1.3.4.2 Under-fitting

Occurs when the model is too simple to capture the complexity of the data and fails to
generalize well [9].It happens when we have :

- High bias.
- High Test error.
- High Training error.

Figure 1.5: Over-fitting VS Under-fitting [66]

1.3.4.3 Solutions for under-fitting and over-fitting

There are many different techniques used to solve under-fitting and over-fitting issues.

• Solutions for Over-fitting

Regularization, which is a technique that adds a penalty term to the model’s coef-
ficients during training. This penalty term discourages large values for the coefficients,
effectively reducing their magnitude and helping to generalize the model and prevents it
from fitting the training data too closely, which can lead to poor performance on new,
unseen data.

Model Simplification by reducing the complexity of the model (e.g., in decision tree
models, simplification can involve limiting the depth of the tree or reducing the number of
branches, nodes, or features used in the model) to prevent it from over-fitting the training
data.

Cross-Validation, a method that checks how well a model will work on new data. It
splits the dataset into parts, trains the model on some, and tests it on the rest, repeating
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this process to ensure reliable results. This helps prevent over-fitting, where the model
fits the training data too closely and performs poorly on new data.

• Solutions for under-fitting

Increasing model complexity by using more sophisticated models or adding addi-
tional terms, such as higher-degree polynomials, to capture intricate patterns and nuances
in the data. This approach aims to improve the model’s ability to accurately represent
the underlying relationships and trends present in the dataset.

Feature Engineering by analyzing the existing features in the dataset and using
domain knowledge or statistical methods to create new features that can help the model
better understand the underlying patterns and relationships in the data.The goal is to
provide the model with more relevant and informative data, improving its performance
and predictive accuracy.

Reducing regularization that decreases the level of penalty imposed on the model’s
coefficients, enabling a more flexible fitting to the data. This adjustment can lead to a
model that is less constrained and more likely to capturing complex patterns and nuances
in the dataset."

1.3.5 ML types

In this part , We describe different known types of Machine learning as follows :

1.3.5.1 Supervised learning

Supervised learning is one of machine learning’s types where algorithms and models are
trained on a set of labeled data, i.e, each example is associated with a known output (e.g.
category, numerical value) to assure predictions or classifications.

Common algorithms in supervised learning include linear regression, decision trees,
SVM, and neural networks. The workflow typically includes data collection, preprocessing,
model selection, training, evaluation, and deployment as shown below in figure 1.7

1.3.5.2 Unsupervised learning

Unsupervised learning, contrary to supervised learning is another machine learning type
where algorithms are trained on unlabeled data without specific guidance on desired out-
comes. Algorithms used in this type seek to identify patterns, structures, and relation-
ships on their own without prior labels. Common tasks in unsupervised learning include
clustering similar data points together and dimensionality reduction.
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Figure 1.6: Supervised learning algorithms workflow [61].

Among those algorithms we can cite K-means and hierarchical clustering as the most
that are widely used. Unsupervised learning is valuable for exploratory data analysis,
anomaly detection, and discovering hidden insights in complex datasets.

Figure 1.7: Example of Unsupervised learning : K-means [102]

1.3.5.3 Semi-supervised learning

Semi-supervised learning is another ML type that is a combination of supervised and
unsupervised ML types . In which, the algorithms are trained on a dataset that contains
both labeled data (known outputs) and unlabeled data (unknown outputs).
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As shown below in figure 1.9 we can see the comparison of ML types concepts

Figure 1.8: Comparison of ML types [53]

1.3.5.4 Reinforcement learning

Reinforcement learning (RL) is another ML known type where an agent learns to make
decisions by interacting with an environment by taking actions based on its current state
and receiveing feedbacks in the form of rewards or penalties from the environment in
order to learn a policy that maximizes cumulative rewards over time . The process

Figure 1.9: Reinforcement ML process [58].

of this learning type involves a trade-off between exploration (trying new actions) and
exploitation (leveraging known actions with high rewards) to discover optimal strategies
in dynamic environments.

1.3.6 ML algorithms

The classification of ML algorithms depends on several factors such as :

• The nature of the learning task.

• The availability of labeled data.
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• The algorithm’s approach to learning.

• The desired output or prediction.

So depending on these factors we can represent this classification as follows :

Figure 1.10: ML Algorithms [72]

1.4 AI for Optimal Performance in E-commerce

Using computer science and AI in e-commerce is all about making things work better for
both customers and businesses.

For customers, it means getting personalized recommendations for products they will
love, quick help from chatbots, avoiding items being out of stock, and feeling safe from
fraud.

For businesses, it means selling more by suggesting the right products, keeping cus-
tomers happy with great service, saving money by managing stock well, and keeping
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transactions secure. These improvements help make e-commerce smoother and more suc-
cessful for everyone involved. We can delve into more details about how computer science
and AI improve e-commerce performance for customers and businesses with the mentioned
points below

Personalized Recommendations , by analyzing customer behavior, preferences, and
purchase history to provide personalized product recommendations,by examining
browsing habits, past purchases, and even items left in shopping carts, and using
algorithms like Alternating Least Squares (ALS) [30] that decomposes the user-item
interaction matrix into user and item matrices by alternating between updating
these matrices to minimize prediction errors. AI can suggest products that match
the customer’s interests and needs. This not only enhancing the shopping experience
by making it more tailored but also boosting sales by increasing the likelihood of
repeat purchases and higher total spend.

Chat-bots and Virtual Assistants , that can handle a wide range of customer ser-
vice tasks. They can answer frequently asked questions, provide detailed product
information, and guide customers through the purchasing process. Available 24/7,
these tools rely on natural language processing (NLP) algorithms [1] that extract
intent and entities from user input to understand the meaning of the message then
generate appropriate responses through predefined rules or machine learning models
trained on extensive data to ensure that customers receive immediate assistance, re-
ducing wait times and improving overall satisfaction and handling multiple inquiries
simultaneously, making them more efficient than human representatives.

Predictive Analytics algorithms such as decision trees [74], and neural networks (NN)
[84] ,forecast future trends based on historical data. This helps in managing in-
ventory by predicting which products will be in demand. It also assists in pricing
strategies by determining the optimal price points to maximize sales and profit mar-
gins. In marketing, predictive analytics can identify which campaigns are likely to
be the most effective, allowing businesses to allocate resources more efficiently and
achieve better results.

Fraud Detection and Prevention of fraudulent activities such as payment fraud, ac-
count hacking, and other suspicious behaviors by analyzing patterns and anomalies
in transaction data using algorithms such as Isolation Forest [110] that efficiently
spots unusual or suspicious activities in data by isolating them from normal pat-
terns and other clustering techniques. It can quickly identify unusual activities that
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deviate from a customer’s normal behavior and flag them for further investigation.
This ensures high security by preventing fraudulent transactions before they occur,
protecting both the business and its customers, building such a secure environment
to both of them .

Image and Voice Search using technologies like image recognition and voice search
enhance the shopping experience by making it easier for customers to find products.
Image search allows customers to upload photos of items they are looking for, and
the AI will find similar products available for purchase like convolutional neural
networks (CNNs) complex algorithm [67] that breaks down images into smaller
parts, then analyzing and combining these parts to understand the overall picture.
This process helps them learn and recognize patterns in images .Also, voice search
lets customers use natural language to search for products, making the process faster
and more intuitive, especially on mobile devices.

Sentiment Analysis of customer feedback, reviews, and social media interactions to
gauge customer sentiment. By classifying text data into positive, negative, or neu-
tral sentiments, businesses can gauge customer satisfaction and sentiment towards
products and services.Many algorithms used to understand how customers feel about
products and services such as SVM (Support Vector Machines) [50] that separates
data points into different classes using a hyperplane, classifying text into positive,
negative, or neutral sentiments based on features extracted from the text. By con-
tinually refining their offerings based on customer sentiment, businesses can improve
customer satisfaction and loyalty.

Figure 1.11: sentiment analysis [25].
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1.5 Conclusion

Nowadays, with the evolution of E-commerce sector and diversifying of its domains,integrating
artificial Intelligence become necessary after studying its important impact and high per-
formance and costumer experiences. AI-powered recommendation systems have enabled
businesses to deliver personalized product suggestions, improving customer engagement
and increasing sales. Additionally, AI-driven analytics and insights have empowered busi-
nesses to make data-driven decisions, optimize pricing strategies, and forecast demand
accurately, leading to improved operational efficiencies and cost savings.

Moreover, AI has played a crucial role in improving customer experiences through
enhanced personalization, efficient customer service, and streamlined processes. By au-
tomating repetitive tasks and providing intelligent insights, AI has freed up human re-
sources to focus on strategic initiatives and value-added activities. This has resulted in
higher customer satisfaction, loyalty, and retention rates.

Furthermore, AI has contributed to the growth and scalability of e-commerce busi-
nesses by enabling them to adapt quickly to market trends, customer preferences, and
competitive dynamics. AI-driven automation, predictive modeling, and advanced ana-
lytics have empowered businesses to stay agile, responsive, and innovative in a rapidly
evolving digital landscape.

For that we can say that the performance of AI in e-commerce has been transfor-
mative . Its ability to deliver personalized recommendations, optimize operations, and
foster innovation has positioned AI as a strategic asset for e-commerce businesses seeking
sustainable success in the digital era.
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Chapter 2

State of the art

2.1 Introduction

In this second chapter we give an overview of the state of the art about recommendation
systems and give more information and basic concepts on which our approach is based to
be more able to have clearer ideas on what has been done and what can be improved.

2.2 Definitions and fundamental concepts

We will introduce and give the definitions of the basic concepts needed to make the ideas
clear about recommendation systems.

System A system is a set of resources and input elements interconnected in an organized
manner and which work together to achieve a specific objective (output elements)
[11].

Recommendation The act of recommending means suggesting or offering to someone,
something which can be a product, service, action according to their preferences or
specific needs [108].

Item An item represents system’s recommendation that can be a product or anything
made available for sale or purchase on an e-commerce platform [104]. It can be
described by a name, a description, a price, etc.

-Browsing lists of products.

-Making purchases.

-Leaving reviews and ratings about the different proposed items.

Notes or Rating The rating reflects the user’s preference for the items recommended
by the platform [57].
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Rating Matrix / User-Item Matrix The user-item matrix represents the ratings given
by users for items recommended by the platform [101], where:

u Refers User , i Refers Item

• Elements of the system’s set ⟨u, i⟩ are recorded.

• Each row corresponds to ratings provided by a single user. i ∈ [1, n]

• Each column corresponds to ratings received by a single item from all users.u ∈
[1,m]

Figure 2.1: Rating/ User-Item Matrix. [29]

2.3 Recommendation systems

2.3.1 Definition :

We find in the literature several definitions of recommendation systems.

In a general way and according to Robin Burke , recommendation systems are : "Sys-
tems which are capable of providing personalized recommendations making it possible to
guide the user to interesting and useful resources within an important data space". [21]

Also, we can say that a recommendation system is defined as a system allowing to
suggest or offer in a relevant and personalized way to a user products, services, or specific
content based on his interests [47], his behavior during the purchase,and other contextual
factors by analyzing his data ,especially the history of his experience on the platform.

2.3.2 Characteristics of Recommendation Systems

To more understand the functioning and benefits of recommendation systems, it is essen-
tial to review their key characteristics.

22



CHAPTER 2 : STATE OF THE ART

First Decision Support that involves leveraging user behavior data and item char-
acteristics to estimate how likely a user is to rate an item positively thus aiding in per-
sonalized recommendations [77].

Comparison Assistance, by analyzing user preferences and historical interactions,
the system arranges items in a ranked order, facilitating easier decision-making and im-
proved user experience [12].

Discovery Aid through data analysis and pattern recognition, the system introduces
users to new and relevant items that match their interests but may not be familiar to
them yet, fostering exploration and discovery [88].

2.3.3 Recommendation Systems importance

Income boost
The main goal of a recommendation system (RS) is to make users’ experiences better

and help businesses make more money by suggesting personalized products or content.The
RS as a digital shopping helper that looks at what the user bought before, what he likes,
and what he had looked at online to suggest things he might want to buy next. For
instance, an online store’s RS that checks past purchases, favorite brands or styles, and
size to recommend clothes that suit him. This personalized touch not only makes the
shopping journey smoother but also makes the user more likely to buy something.

From a business point of view, recommending products or content that match cus-
tomers’ interests leads to more sales and better conversion rates. When businesses show
items that customers are likely to love, they can improve their marketing strategies and
earn more money. Overall, recommendation systems are essential for keeping customers
happy, engaging them better, and helping businesses grow in today’s competitive digital
world.

Better User Experience
The recommendation system enhances the user experience by leveraging sophisticated

algorithms to analyze user behavior, preferences, and interactions with the platform.
By understanding the user’s unique tastes and interests, the system can recommend

items that are highly likely to resonate with them. This personalized approach reduces
the time and effort users spend searching for relevant content or products, leading to a
smoother and more enjoyable browsing experience. Additionally, the system continuously
learns from user feedback and interactions, refining its recommendations over time to
further enhance user satisfaction, this saves user’s time and makes his experience more
enjoyable .
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More Choices, Better Ads
Recommendation systems play a crucial role in introducing users to a wide range of

products or services, ensuring they are not limited to seeing the same items repeatedly.
This diversity is beneficial for users as it exposes them to new options and helps them
discover products or services they may not have been aware of otherwise, by presenting a
variety of choices, recommendation systems enrich the user’s experience.

Also, from a business perspective, the diversity in recommendations enables more effec-
tive advertising strategies. Businesses can leverage recommendation systems to showcase
their products or services to users who are likely to be interested based on their browsing
history, preferences, and behavior ,increasing the relevance of advertisements, leading to
better engagement and conversion rates then maximizing the impact of their marketing
efforts.

2.3.4 Fields of application

The broad use of recommendation systems has grown in various service areas.
This study investigates how recommendation models are used in different sectors con-

sidering each sector’s unique features and goals.
Through a comprehensive examination of collected research papers, the service fields

using recommendation systems were categorized into seven main sectors:

2.3.4.1 Streaming Services

Netflix, Spotify, and YouTube . . . etc rely heavily on recommendation systems to enhance
the user’s experience by suggesting content that matches his preferences. These systems
analyze viewing history, user ratings, and behavior patterns to propose movies, TV shows,
music, and videos. . . .A hybrid recommender system for music streaming services has been
proposed by Yu (2020) [112], in which contextual filtering is combined with collaborative
filtering to enhance recommendation accuracy and diversity by considering user listening
context and item-item collaborative filtering.

Example: Netflix’s recommendation system uses collaborative filtering and deep learn-
ing techniques to personalize content recommendations. To learn features from movie data
and provide accurate, relevant movie suggestions, Anjum(2019) [13] introduced a hybrid
recommender system for movie recommendations, combining collaborative filtering for
personalized recommendations, content-based filtering, and deep learning (using stacked
auto encoders).

Similarly, Hassan A. Khalil’s (2024) [48] proposed an approach that combines similarity-
based and matrix factorization-based models in a hybrid recommendation system tailored
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specifically for movie recommendations.The focus were on overcoming key challenges in
movie recommendation systems to provide more effectiveness.

2.3.4.2 Social Network Service

Social networks such as Facebook, Instagram.., use recommendation systems to suggest
friends, pages, groups, and content,by analyzing user interactions, likes, shares, and fol-
lows to provide relevant suggestions.

Example : Recommending potential friends based on mutual connections and interests
by Facebook’s "People You May Know" feature.

2.3.4.3 Tourism Services

Recommendation systems in this sector are used by platforms like TripAdvisor, Airbnb,
and Booking.com to suggest travel destinations, accommodations, activities, and restau-
rants. These systems consider user reviews, preferences, past bookings, and seasonal
trends.

Also, Kang(2019) in [46] focused on a context-aware hybrid recommender system
for tourist attractions, incorporating collaborative filtering, content-based filtering, and
context-aware filtering techniques based on user location, weather, and time, to offer
tailored recommendations for tourist spots.

Example : we found TripAdvisor which uses CB filtering to recommend attractions
and dining options based on user reviews and ratings.

2.3.5 E-Commerce Services

Many E-commerce giants like Amazon, Alibaba, and eBay use recommendation systems
to enhance the shopping experience by suggesting products that align with user’s interests
and purchasing behavior. They mostly a combination of CF, CB filtering, and also hybrid
methods [8].

Example : we take Amazon’s recommendation engine example which analyzes brows-
ing history, purchase history, and items in the shopping cart to make personalized product
suggestions.

2.3.5.1 Healthcare Services

In which recommendation systems assist in personalized treatment plans, medication
suggestions, and health monitoring. Platforms like IBM Watson Health and personalized
healthcare apps use these systems to recommend diets, exercise routines, and medical
treatments based on individual health data, genetic information, and lifestyle.
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Example: A health app might be used to recommend specific exercises and dietary
changes based on a user’s activity level and medical history.

2.3.5.2 Education Services

Educational platforms like Coursera, Duolingo leverage recommendation systems to per-
sonalize learning experiences by suggesting courses, exercises, and resources based on
user progress, interests, and learning goals. For instance,Safa (2021) [91] presented an
enhanced hybrid recommender system for e-learning, using a combination of collabora-
tive filtering, content-based filtering, and deep learning (convolutional neural networks
(CNNs) and recurrent neural networks (RNNs)) to offer personalized course recommen-
dations, improving accuracy and relevance in e-learning environments.

2.3.5.3 Academic Information Services

In these services , recommendation systems help researchers and students to discover
relevant papers, journals, and conferences. Platforms like Google Scholar, ResearchGate,
and Mendeley use these systems to suggest academic content based on citations, co-
authorship networks, and research interests.

Example : Google Scholar’s recommendation system provides personalized article sug-
gestions based on the user’s publication and citation records.

These categories were established based on the increasing user base and growing busi-
ness significance of services utilizing recommendation systems, also considering popular
searches on Google Scholar related to ’Recommendation System’ [90].

Figure 2.2: Application fields [52].
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2.3.6 RS: How do they work ?

(RS) Recommendation systems try to recommend different items to the users , after
an deep comprehension of user’s interactions and preferences and combining different
relations between them and the items recommended that we enumerate below :

2.3.6.1 Relation User-Item

The User-Item relationship is formed when certain users show a preference or interest in
specific products or items that they find useful or attractive.

For example, a gardening enthusiast may have a preference for gardening-related items.
Online platforms, such as social media or e-commerce sites, establish a user-item relation-
ship by tracking user interest in products or items such as gardening tools, plants, and
garden accessories.

2.3.6.2 Relation User-User

User-user relationships arise when certain customers share similar tastes for a particular
product or service.

For example, they may have mutual friends, similar product or service preferences, or
come from similar geographic regions .

2.3.6.3 Relation Item-Item

The Item-Item relationships form when items share similar characteristics, whether in
terms of appearance or description. For example, books of the same genre, music with
similar styles, cuisine from the same region, or news articles covering a specific event.

2.4 Recommendation Systems classification

Recommendation systems use various methods and approaches to suggest items, content,
or products to users based on their preferences and behaviors.

The most commonly used recommendation system methods could be classified into :
Collaborative Filtering methods, Content-Based Filtering methods, and Hybrid Methods.
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Figure 2.3: Recommendation system different techniques. [39]

2.4.1 Collaborative Filtering

Collaborative Filtering is one of the most recommendation system techniques that lever-
ages the preferences and behaviors of users to generate recommendations [95].

Goldberg first used the term Collaborative Filtering (CF) in the recommender system
Tapestry [4]. It operates under the assumption that users who have agreed on preferences
in the past are likely to agree in the future.

The CF system typically goes through three basic stages: beginning by gathering user
ratings for things in order to create a user-item rating matrix. Next, by calculating the
similarity between users and objects, use this matrix to find the neighbors. Lastly, use an
aggregation techniques for the prediction stage.

Figure 2.4: Collaboratif Filtering concept [119].
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At this point, unrated things’ ratings scores are predicted, their ranking is determined
by these prediction scores, and the N-top items are chosen as suggestions for a certain
user.

This strategy is based on the logical assumption that consumers with comparable prior
preferences would likely have similar future interests [5].

For instance, in a system for suggesting movies, algorithms used in CF look for other
users who share similar interests before suggesting the movies that they enjoy the most.
Generally speaking, CF may be divided into two primary categories: memory-based,
which uses user correlations to directly generate suggestions for the user, and model-
based, which builds a model beforehand that is then used to forecast what the user would
like

Memory-based techniques are further divided into two categories : item-based in which
items are similar to those that have been liked by the target user, using the similarity of
item preferences across users and user-based, in which items are recommended to a user
based on the preferences of users with similar tastes, identifying patterns in historical
interactions.

These two methods offer advantages such as : User independence and serendipity,
but also face challenges like : Sparsity and scalability issues. Model-based techniques in
recommender systems use mathematical models to predict user preferences by identifying
patterns in historical data. They include methods like matrix factorization and deep
learning, which capture latent relationships between users and items. These models are
known for their accuracy and scalability, but require substantial data and computational
resources.

2.4.2 Content-Based Filtering

CB Filtering is a frequently used technique in e-commerce ,it is used to suggest goods or
items that are similar to those that are being liked or clicked [54]. The item description
and the user’s interest profile serve as the foundation for user suggestions. E-commerce
platforms frequently employ recommender algorithms that are based on content.

CB Recommender Systems are a category of recommendation systems that generate
personalized suggestions based on the intrinsic features and characteristics of items and
the preferences of users. Content-based methods focus on the attributes of the items
themselves rather than relying on user-user or item-item interactions [82]. This model
has been mainly used in services that recommend items or text data items that are easy
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Figure 2.5: Content-based Filtering concept [49].

to recommend based on item information and user profile information.

The Content-Based Filtering Model uses many technologies to identify user prefer-
ences.The fundamental principle underlying content-based methods is the detailed anal-
ysis of item features, which can encompass a wide array of characteristics depending on
the nature of the items in question.

This meticulous examination allows the recommendation system to discern patterns,
themes, and intrinsic attributes to the items, creating a profile that reflects the nuanced
preferences of users.

Jain et al. in [42] introduces a Journal Recommendation System (JRS) designed to
assist researchers in selecting appropriate journals for publishing their work. The system
addresses the challenge faced by novice authors in identifying suitable journals, which
often leads to wasted time and effort for both authors and editors.

JRS uses a content-based filtering method, using a dataset prepared by the authors
themselves. A distance algorithm is applied to recommend journals based on the content
and characteristics of the research article. This system aims to streamline the journal
selection the process and improve the efficiency of academic publishing for authors.

In essence, content-based recommendation systems stand as versatile solutions, par-
ticularly adept in domains where the inherent attributes of items significantly influence
user preferences. Their reliance on advanced technologies ensures a deep understanding
of content, fostering accurate and tailored suggestions that cater to the individualized
tastes and preferences of users across diverse application areas.
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2.4.3 Hybrid Filtering

Recommender systems have evolved significantly since their first appearance, going through
several important phases, each bringing significant improvements in accuracy and person-
alization. Initially, collaborative recommender systems (or collaborative filtering) were

widely used. These systems work by analyzing user preferences and behaviors to identify
similar users and recommend items that they liked.

- For example, if user A has similar tastes to user B, items liked by B will be rec-
ommended to A. While this approach is effective at exploiting the wisdom of crowds,also
can encounter scalability and performance problems when it has to process a very large
number of users and articles.

To overcome these limitations, content-based recommender systems have been intro-
duced. These focus on item characteristics (such as movie genres, book authors, recipe
ingredients, etc.) and explicit user preferences to recommend items similar to those a user
already has appreciated.

Figure 2.6: Hybrid RS example [51].

This method allows you to offer personalized recommendations without requiring a
large amount of data about other users.

However, it may lack diversity in recommendations, tending to suggest articles very
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similar to those already consumed by the user, which may limit the discovery of new
content.

In order to combine the advantages of the two previous approaches and to overcome
their respective limitations, hybrid recommendation systems have been developed. These
systems incorporate collaborative and content-based techniques, providing more accurate
and diverse recommendations.

- For example, they can use item characteristics to improve collaborative filtering
by reducing cold start effects or combine multiple recommendation models into one to
increase accuracy.

Hybrid systems can also use content-enhanced collaborative filtering approaches or
incorporate explicit user preferences to refine recommendations.

This fusion of methods makes it possible to benefit from the strengths of each approach
while minimizing their weaknesses,they acknowledge the complexity of user preferences
and behaviors,unlike singular methods [22].

Hybrid systems are particularly effective at handling common issues in recommender
systems, such as cold starts for new users and items, and provide better personalization
in dynamic, large-scale environments, such as e-commerce platforms, modern streaming
services like Netflix or Spotify, and social networks. They allow for greater diversity in
recommendations and are more robust to variations in user preferences.

In summary, the evolution of recommendation systems, from collaborative methods to
content-based approaches, and ultimately to hybrid systems, has significantly improved
the accuracy, relevance, and diversity of recommendations. These advancements meet
the varied and growing needs of users, thereby contributing to a more satisfying and
personalized user experience in various application areas.
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2.5 Recommendation Techniques

This section explores a variety of recommendation techniques, including hybrid approaches,
designed to enhance user experience and decision-making across diverse applications.

2.5.1 Recommendation Methods

Recommendation systems use different techniques such as:

Text mining [17] is a technique used for extracting valuable information from data by
analyzing text-related information. Recent advancements in natural language processing
technologies have enabled the extraction of semantically important information from text.
While text analysis often relies on word frequency, limiting semantic understanding, the
use of ontology has emerged to construct a conceptual schema and define a common
vocabulary for accurate text interpretation.

Figure 2.7: Text Mining process [45].

In the context of recommendation systems, text mining is used for semantic analysis
in Content-Based Filtering models. It involves performing semantic analysis of item in-
formation to recommend similar items. Collaborative Filtering models also benefit from
text mining by evaluating semantic knowledge between users, facilitating item recommen-
dations based on similarity.

Focusing on the Content-Based Filtering recommendation model, Term Frequency–Inverse
Document Frequency (TF-IDF) is a commonly used text mining technique. TF-IDF as-
signs weights to words based on their frequency, expressing document components as
vectors and identifying term importance.

33



CHAPTER 2 : STATE OF THE ART

Also, text mining techniques, including fuzzy linguistic modeling (FLM), enhance
context awareness, especially in situations where user preferences are unclear or insufficient
[17].

Figure 2.8: Fuzzy linguistic modeling demonstration [68].

In contrast, K-Nearest Neighbor (KNN) [14] that is an algorithm used for classifying
datasets by comparing the similarity between data items, classifies items similar to users’
tastes based on patterns in the user’s behavior data. However, studies indicate challenges
with the KNN algorithm, including the need for selecting an appropriate value for K and
performance degradation with large input sizes [116].

Figure 2.9: KNN mechanism [70].

Clustering,or identifying categories or clusters in data based on their features or char-
acteristics, is widely used in recommendation systems,by identifying patterns or structures
within data points that allow for the creation of meaningful clusters as K-means clustering
that follows a simple principle,starting by randomly initializing cluster centroids and then
iteratively assigning data points to the nearest centroid based on their distance, after that
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calculating the mean of all data points assigned to each cluster to update the centroids
. This process continues until the centroids no longer change significantly, indicating
convergence [115].

Figure 2.10: K-means clustering demonstration [103].

Matrix Factorization recommendation systems as discussed in [64], address the sparsity
problem in Collaborative Filtering by characterizing items and user data through latent
factors. The principle behind it is to decompose the user-item interaction matrix into
low-rank matrices, representing latent features that capture underlying patterns in the
data. This decomposition allows for a more efficient representation of user preferences
and item characteristics. As example the Alternating Least Squares (ALS) [30] method
that involves iteratively updating user and item factors, by alternating between fixing
one set of factors while optimizing the other to minimize the reconstruction error of the
user-item matrix. This process continues until convergence, resulting in optimized latent
factors that capture user preferences and item characteristics effectively.

Finally, neural networks [80], that are widely used in various fields, are gaining at-
tention in recommendation systems. Based on layers of interconnected nodes (neurons)
that can learn complex patterns and relationships in data. In recommendation systems,
neural networks can effectively capture user preferences and item characteristics, making
them capable of providing highly personalized recommendations. They can handle vast
amounts of data and adapt to changing user behavior, offering scalability and flexibility.
Despite their complexity, neural networks are becoming a powerful tool for enhancing the
accuracy, cold start, and relevance of recommendations [6] .
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Figure 2.11: Neural Network’s architecture [15]

All of these techniques are summarized in the figure 2.12 below :

Figure 2.12: Recommendation techniques [52].

2.5.2 Hybrid Filtering techniques

Hybrid recommendation systems often use three primary techniques : weighted hybrid,
feature combination, and cascade approaches.

2.5.2.1 Weighted Hybrid

The weighted hybrid method combines various recommendation techniques by assigning
weights based on their performance or relevance. These weighted recommendations are
then aggregated to produce the final recommendation list.
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For instance, [24] proposed an improved weighted hybrid system that considers user
preferences and similarities, leading to enhanced recommendation accuracy.

Similarly Sonule et al. [98] proposed a weighted hybrid recommendation method to
tackle the challenges of cold start and data sparsity in traditional recommender systems
within a big data environment by using keywords to indicate user preferences, it combines
content-based and knowledge-based filtering algorithms to generate personalized service
recommendations. Extensive experiments on real-world datasets show that the proposed
method significantly enhances the accuracy and scalability of service recommender sys-
tems compared to existing approaches.

2.5.2.2 Feature Combination

In this approach, different recommendation methods merge their features or representa-
tions into a unified model.

By leveraging the strengths of each method, such as combining user-item collabo-
rative filtering with feature integration, these systems offer improved recommendations,
especially in scenarios with limited user interactions [59].

For instanceAndreu et al. in [106] introduced two hybrid recommender systems that
enhance collaborative filtering by incorporating song feature vectors to improve music
playlist continuation.This addresses the issue of long-tailed distributions in music collec-
tions, where many songs appear in few playlists and are thus poorly represented. The pro-
posed systems are evaluated through offline experiments, showing that they predict more
accurately playlist continuations compared to traditional collaborative filtering methods.

2.5.2.3 Cascade

The cascade technique integrates recommendation methods sequentially, where one method’s
output influences the recommendations of the next method.

For example ; a cascade hybrid collaborative filtering system initially uses collaborative
filtering for recommendations and then refines these suggestions using social influence data
in a step-by-step process in [117].

This technique was used by Rebelo et al. in [89] in which they propose an innovative
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method to enhance recommender systems by combining model-based, memory-based, and
content-based approaches in a cascade-hybrid system, where each approach sequentially
refines the recommendations. A straightforward way to incorporate time-awareness into
rating matrices is also proposed. The focus is on being intuitive, flexible, robust, and
auditable. The system’s performance is evaluated using metrics such as Novelty Score,
Catalog Coverage, and mean recommendation price.

The success of hybrid recommendation systems depends on factors like the specific
recommendation task, available data, method characteristics, and evaluation metrics.

Evaluating and comparing these systems based on specific application requirements is
crucial for achieving optimal performance and relevance in recommendation tasks.

2.6 Evaluation metrics

Table 2.1: Evaluation Metrics for Recommendation Systems [97], [34]

Metric Description and Calculation
Quantitative Evaluation Indicators

RMSE An index to evaluate prediction accuracy. Calculated by
taking the square root of the mean squared error.

Qualitative Evaluation Indicators
Precision Proportion of recommended items that match the user’s

taste. Precision = True Positives
True Positives+False Positives

Recall (TPR) Ratio of items recommended by the model to the total
number of items that should be recommended. Recall =

True Positives
True Positives+False Negatives

Accuracy Ratio of successful recommendations to all recom-
mended items. Accuracy = True Positives+True Negatives

Total Recommendations

F-Measure Harmonic average of Precision and Recall. F-Measure =
2×Precision×Recall
Precision+Recall

ROC Curve Graph showing the relationship between FPR and TPR.
AUC Area under the ROC curve, measuring the accuracy of

the recommendation model.
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2.7 Recommender System Challenges

Recommender systems face several significant challenges that impact their ability to ef-
fectively deliver personalized and relevant suggestions to users.

Diversity ensures that the recommended items are varied, reducing redundancy and
increasing the chances of discovering different items [111]. A diverse set of recom-
mendations can prevent user boredom and encourage exploration by presenting users
with a wide range of options that span different categories or genres. This variety
is particularly important for keeping users engaged and for promoting lesser-known
items that might otherwise be overlooked.

Novelty measures how new or unexpected the recommended items are to the user [83].
High novelty can enhance user experience by introducing them to items they have
not previously encountered or considered. Novel recommendations help users dis-
cover new interests and expand their horizons, thereby enriching their experience
with the system. However, balancing novelty with relevance is crucial to ensure that
recommendations are still aligned with the user’s preferences [44].

Coverage measures the proportion of items in the dataset that can be recommended.
High coverage ensures that a wide range of items are available for recommendation,
which is essential for catering to niche markets and long-tail items [99]. By increasing
coverage, a recommender system can serve a diverse user base more effectively [86],
including those with unique or specific interests. High item coverage also prevents
the system from becoming overly focused on a small subset of popular items, which
can lead to a lack of variety and potential user dissatisfaction.

Serendipity refers to the pleasant surprise of receiving recommendations that the user
did not expect but still finds relevant and enjoyable [35]. High serendipity can
enhance user engagement by providing delightful discoveries, which can make the
user experience more enjoyable and memorable. This aspect is crucial for creating
a sense of discovery and satisfaction, as users are more likely to appreciate recom-
mendations that introduce them to new and intriguing items that align with their
interests.

Cold Start Problem One of the most significant challenges in recommender systems
is the cold start problem, which occurs when there is insufficient data available to
generate reliable recommendations [113]. This issue can be broken down into two
main types:

- User Cold Start: When a new user joins the system, there is little or no historical
data on their preferences, making it difficult to provide personalized recommenda-
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tions [60]. Recommender systems need effective strategies to gather initial prefer-
ence data, such as asking new users to rate a few items or leveraging demographic
information to make initial suggestions. [107].

- Item Cold Start: When a new item is added to the catalog, there is limited
information on how it might be received by users, which poses a challenge for the
system to recommend it effectively. Addressing the item cold start problem involves
integrating new items into the recommendation process, possibly by using content-
based methods that rely on item attributes or metadata, or by leveraging initial
user interactions with the new item [120].

In summary, successfully addressing these challenges requires a balanced approach
that ensures recommendations are varied, fresh, broadly applicable, pleasantly surprising,
and effectively tailored to both new and existing users and items.

2.8 Recommendation Systems Comparison

Many aspects are used to compare different filtering methods:
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Aspect Collaborative
Filtering

Content-Based Fil-
tering

Hybrid Filtering

Data Re-
quirements

Relies on user-
item interaction
data [3].

Utilizes item features
and user preferences
[69].

Combines data requirements
of both collaborative and
content-based methods [71].

Cold Start
Problem

Susceptible to
the cold start
problem for new
users or items
[81].

More robust in han-
dling cold starts by re-
lying on item features.

Aims to mitigate cold start is-
sues by leveraging both col-
laborative and content-based
methods [87].

Personalization Offers strong
personalization
based on similar
users’ prefer-
ences.

Provides personalized
recommendations by
focusing on item fea-
tures [37].

Combines collaborative and
content-based methods to en-
hance personalization.

Serendipity
and Diversity

May lack
serendipity
as it relies on
user’s past be-
haviors [27].

Can introduce
serendipity by recom-
mending items with
similar features.

Aims to balance serendipity
and diversity by combining col-
laborative and content-based
methods.

Scalability May face scala-
bility challenges
with a growing
number of users
and items [40].

Generally more scal-
able as it relies on item
features [65].

Scalability depends on the in-
tegrated methods; careful de-
sign is crucial for large-scale
systems.

Explaining
Recommen-
dations

Recommendations
might lack trans-
parency.

Provides transparent
recommendations
grounded in explicit
item features.

Transparency depends on the
integration method; it may of-
fer a balance between trans-
parency and accuracy.

Novelty May lack novelty
based on histori-
cal user interac-
tions.

Can introduce nov-
elty by recommending
items with similar fea-
tures.

Strives to balance between pro-
viding novel recommendations
and aligning with user prefer-
ences.

Adaptability Less adaptable
to changes in
user preferences
over time.

More adaptable as it
relies on explicit item
features and captures
evolving user prefer-
ences [73].

Offers adaptability by leverag-
ing collaborative and content-
based methods, adjusting to
dynamic user behaviors [62].

Table 2.2: Comparison of Recommendation System Aspects
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2.9 Conclusion

In conclusion, studying the latest trends in recommendation systems has given us valuable
insights into how personalized services are evolving in online shopping. By looking at the
basic ideas behind these systems, like how they work and who they’re for, we have built
a strong understanding of how modern recommendation systems function.

By digging into different research and methods, we have seen the problems that old
recommendation systems face, such as cold start, sparsity, etc.

As technology keeps improving, artificial intelligence and machine learning are chang-
ing how people use online stores. By using advanced technologies like deep learning and
combining different methods, recommendation systems are becoming more efficient, per-
sonal, and focused on what users want.

Looking forward, it’s important to bring together knowledge from different areas like
data science, user feedback, and new technologies to keep improving online shopping
recommendations. By building on what we have learned so far, we are on a path to
creating smarter, more flexible, and more interesting recommendation systems that meet
the diverse needs and tastes of today’s shoppers.
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Proposed approach

3.1 Introduction

In this chapter we will discuss our work using a description of our approach,the results
obtained,an evaluation using different metrics and its added values.

3.2 Our proposed approach

Our proposed weighted approach combines collaboratif and content-based filtering algo-
rithms : Singular Value Decomposition (SVD) and Term Frequency-Inverse Document
Frequency (TF-IDF ) .

We will discuss each one to clarify our hybrid approach :

3.2.1 Singular Value Decomposition (SVD)

The Singular Value Decomposition (SVD) is a widely collaborative method that is based
on matrix factorization ,and that reduces the dimensionality of the user-item matrix [33].

By using this decomposition, we can reduce the dimensionality of the rating matrix M

while preserving important information about user preferences and item relevance. This
allows us to improve the quality of recommendations in recommendation systems.

Identification of Latent Features
SVD decomposes the rating matrix M into three matrices: U , Σ (Sigma), and V T

(transpose of V ). These matrices help identify important latent features that describe
user preferences and product attributes [18].

Its general formula is:
M = UΣV T
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Figure 3.1: Matrix decomposition in SVD algorithm [76]

where:
- M is the original matrix we want to decompose(the preferences matrix(u:user prefers

i:item ),it is a hollow matrix (i.e ,contains zeros because the user rates some items and
not all of them)

- U is the left singular matrix (columns are left singular vectors that represent the
users). The columns of U contain eigenvectors of the matrix MMT .

- Σ is a diagonal matrix containing singular (eigen) values.
- V is the right singular matrix (columns are right singular vectors that represent the

items). The columns of V contain eigenvectors of the matrix MTM .

After this factorisation, SVD predicts ratings, by using the matrices U , Σ, and V T ,
our approach can accurately predict the ratings that users will give to products they have
not yet evaluated. This allows for personalized recommendations based on each user’s
individual preferences.

Also, Handling Sparse Data, where most values are missing. It reliably fills in missing
values, improving the overall quality of recommendations [28]. The rows of matrix U

(|U | × k) express users’ interest in each of the k latent factors, while the rows of matrix
V (|I| × k) represent the relevance of each item to each latent factor.

SVD algorithm keeps the large singular values of rank K to obtain an approximation
with reduced dimension but keeping the more important information [19], with a general
formula :

Mk = UkΣkV
T
k
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Where:

• Uk is the matrix of truncated left singular vectors at rank k,

• Σk is the diagonal matrix of truncated singular values at rank k,

• V T
k is the matrix of truncated right singular vectors at rank k.

SVD offers the recommendation using the factor matrices to fill the missing entries
of the matrix M with predicted values [109] (i.e. give new values based on the previous
ones) ,sorting the items (not evaluated): once all the items are evaluated and have a score
(i.e. all the cases of the matrix M are filled) . SVD evaluates the items according to the
predicted scores then suggests to users those with high scores.

3.2.2 Term Frequency-Inverse Document Frequency (TF-IDF )

To enhance our recommendation system’s quality, we’ve embraced the content-based ap-
proach [23], which we’ll outline as follows:

TF-IDF (Term Frequency-Inverse Document Frequency), in a broader sense, is a sta-
tistical technique gauging a term’s (word or phrase) significance within a document con-
cerning a document set. It primarily relies on two metrics:

• Term Frequency in the Document (TF): The term frequency measures how
often a specific term appears in a document relative to the total number of terms
in that document [26]. It is used to evaluate the relative importance of a term in a
specific document.

TF(t, d) =
Number of times t appears in d

Total number of terms in d

For example, if a document contains 100 words and the term "shirt" appears 5
times, the TF of the term "shirt" in that document would be 5

100
= 0.05.

• Inverse Document Frequency (IDF): The inverse document frequency evaluates
the importance of a term in the entire collection of documents by considering how
often that term appears in all documents in the collection [85]. It is calculated by
taking the logarithm of the ratio between the total number of documents and the
number of documents containing the specific term.

IDF(t) = log

(
Total number of documents

Number of documents containing term t

)
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For example, if a collection of documents contains a total of 1000 documents and
the term "juice" appears in 100 documents, the IDF of the term "juice" would be
log

(
1000
100

)
= log(10) = 1.

In recommendation systems, specifically, TF-IDF calculates item similarities (like
products, articles, videos, etc.) based on their textual descriptions [114], using the fol-
lowing formula:

TF-IDF(t, d) = TF(t, d)× IDF(t)

Its principle hinges on:

The document representation : by converting The product category into a TF-
IDF vector, where each dimension corresponds to a term, and the value represents
the term’s TF-IDF weight [78], and using linear regression similarity to assess the
similarity between TF-IDF vectors [32], by focusing solely on the product category
document, it predicts the product rating, capturing subtle relationships between
terms and enhancing the recommendation process. Also, facing Sparse data and cold
start problem : by highlighting the most vital terms for document representation,
TF-IDF with linear regression efficiently manages data sparsity [96]. This facilitates
recommending relevant items despite data gaps (new users or items: new data).

This ultimately ensures measuring the frequency and importance of a term in a doc-
ument or text (such as a product description).

At the end we can say that combining the SVD algorithm with the content-based
TF-IDF algorithm in a hybrid approach for recommendation systems assures many ad-
vantages:

- Improving data sparsity management.
- Enhancing recommendation accuracy .
- Addressing cold start problems.
- Promoting recommendation diversification for a richer user experience.

3.3 Adopted hybridization technique

Our approach use both SVD and TF-IDF, each with a given importance or contribu-
tion weighth to the final recommendation .Doing so, the collaborative filtering component
(SVD) provides personalized recommendations based on the patterns in user-item inter-
actions, ensuring that the recommendations are tailored to individual user preferences.
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Meanwhile, the content-based component (TF-IDF) ensures that the recommendations
are relevant by focusing on the specific features. The weighting mechanism in our ap-

proach combines the predictive power of SVD with the descriptive granularity of TF-IDF.
This synergy allows us to balance the influence of user behavior patterns with the distinct
characteristics of the items, resulting in a comprehensive recommendation system that is
both accurate and contextually relevant.

By carefully weighting the contributions from both SVD and TF-IDF, our system
effectively captures the multifaceted relationships between users and items, improving
the overall recommendation quality.

3.4 Hybrid Model’s Performance Variation with α

The Hybrid model’s performance depends on the weighting parameter α , By tuning α,
the model adjusts the contribution of the SVD and TF-IDF components, allowing for a
dynamic balance between collaborative filtering and content-based filtering.

This flexibility ensures that the model can optimize its performance according to the
specific characteristics of the dataset and the recommendation context.

For instance, a higher α would focus more on the collaborative filtering aspect, which is
effective in identifying latent user-item interactions, such as recommending movies based
on viewing history.

On the other hand, a lower α might emphasize the content-based TF-IDF component,
which is beneficial in scenarios where item content plays a crucial role in user preferences,
such as recommending books based on their descriptions.

This capacity to fine-tune the model’s parameters and balance different filtering tech-
niques is essential for achieving superior recommendation accuracy.

It allows the Hybrid model to leverage the strengths of both approaches, ensuring
robust performance across diverse datasets and use cases in an e-commerce environment.
By effectively handling various recommendation challenges, such as the cold start problem
and data sparsity, the Hybrid model stands out as a versatile and powerful tool for deliver-
ing personalized user experiences, with a simple and fluid architecture that is represented
in the figure 3.2 below:
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Figure 3.2: Approach’s architecture

3.5 Experimental Evaluation

This section presents and analyzes the results obtained by our hybrid recommender system
when tested with real data from Amazon Beauty products. We compare these results with
those of other established recommender systems, namely Singular Value Decomposition
(SVD), k-Nearest Neighbors (k-NN), and TF-IDF with Linear Regression. The evaluation
metrics used for this analysis are, Root Mean Squared Error (RMSE), and Mean Absolute
Error (MAE). Additionally, we discuss the effectiveness of these models in addressing
common challenges in recommendation systems, such as the cold start problem, enhancing
serendipity, and handling data sparsity.

3.5.1 Dataset Description

The dataset used for our experiments is an extensive collection of Amazon Beauty product
reviews. It was obtained from a publicly available repository on Kaggle, which specifically
focuses on reviews of Amazon beauty products (source: Kaggle, 2021) [94]. This dataset
has been anonymized to protect user privacy and is provided for academic and research
purposes, in compliance with applicable data usage policies and ethical standards.

The dataset on Kaggle was curated by an individual who adapted it from the study
“Justifying Recommendations Using Distantly-Labeled Reviews and Fine-Grained Aspects”
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by Jianmo Ni, Jiacheng Li, and Julian McAuley, published in the Proceedings of the 2019
Conference on Empirical Methods in Natural Language Processing (EMNLP) [75]. The
original research provided a framework for extracting and utilizing detailed information
from product reviews, which the Kaggle contributor leveraged to compile a relevant and
useful dataset for further analysis.

In summary, the Amazon Beauty product reviews dataset is an invaluable resource for
conducting comprehensive analyses and developing advanced recommendation systems.
Its extensive coverage and granular details make it an excellent choice for achieving the
research objectives outlined in this study.

3.5.1.1 Dataset Overview

The dataset comprises 20,000 entries, each representing an individual review of a beauty
product available on Amazon. The dataset captures various dimensions of user inter-
actions and product features, facilitating an in-depth analysis of user preferences and
product characteristics. The core features included in the dataset are:

• UserId: A unique identifier assigned to each user, facilitating the monitoring of
individual behavior and preferences across various products. The dataset contains
19,586 unique user IDs, enabling a comprehensive analysis of diverse user interac-
tions.

• ProductId: A unique identifier assigned to each product, aiding in the aggrega-
tion of reviews and the analysis of specific products’ performance and reception.
The dataset includes 10,526 unique product IDs, providing a robust foundation for
detailed product-level insights.

• ProductType: The dataset includes 22 unique categories of beauty products, such
as Nail Polish (Represents 28.32% of all products), Shower Gel (15.26%) and Sun-
screen (10.11%). This feature categorizes each product by its type, enabling effective
segmentation of the data and in-depth analysis of trends within specific product cat-
egories.

• Rating: A numerical rating given by the user, typically on a scale from 1 to 5.
Ratings are pivotal for understanding user satisfaction and are a primary target
variable for recommendation algorithms.

Figure 3.3 displays the distribution of different ratings, showing how frequently each
rating value (1 through 5) occurs within the dataset.
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Figure 3.3: Distribution of Product Ratings

• Timestamp: The date and time when the review was submitted. This feature
enables temporal analysis, such as tracking changes in user preferences or product
popularity over time.

• URL: The web link to the product’s page on Amazon. This feature provides direct
access to the product for further exploration and validation of data.

Figure 3.4 represents a snapshot of the first few rows of the dataset

Figure 3.4: Snapshot of the First Few Rows of the Dataset
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3.5.1.2 Dataset Composition

• Entries and Scope: The dataset encompasses a broad range of beauty products
reviewed over several years. This diversity ensures that the dataset reflects varied
user experiences and product evaluations, making it a valuable resource for compre-
hensive analysis.

3.5.1.3 Data Quality and Integrity

• Data Completeness: The authors of the dataset have taken great care to insure
that it is entirely complete, with no missing values in any of the crucial fields such
as UserId, ProductId, and Rating. This ensures the dataset is fully intact and ready
for analysis. [94, 75]

• Data Accuracy: The authors have diligently ensured the integrity and reliabil-
ity of the data. This process included extensive checks for duplicate entries and
confirmation that all ratings are whole numbers, ranging from 1 to 5. [94, 75]

3.5.2 Implementation of Our Recommendation System

In our implementation of a hybrid recommendation system, we utilized Python and its
powerful libraries such as scikit-learn for TF-IDF, Surprise for Singular Value Decom-
position (SVD), and pandas and numpy for data manipulation and analysis. The process
involved several key steps, including data preparation, model training, and evaluation.

3.5.2.1 Data Preparation and Splitting

We began by preparing our dataset, using pandas and numpy, we loaded and preprocessed
the data to ensure it was suitable for training and testing our models. Specifically, we
created a user-item ratings matrix, representing the interactions between users and items
in terms of ratings. We also extracted the product categories, which were used as textual
attributes for content-based filtering. The data was then split into a training set and a
test set to facilitate the evaluation, ensuring that the training set was used to build the
models while the test set was reserved for performance assessment.

3.5.2.2 Model Training

To create a robust hybrid recommendation system, we trained several classic recommen-
dation models using different aspects of our dataset:
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TF-IDF (Term Frequency-Inverse Document Frequency): We used scikit-learn

to implement the TF-IDF model, which transformed the product categories into numerical
vectors. This model was particularly effective for content-based filtering, allowing us to
recommend items with similar attributes to those that the user had previously interacted
with.

SVD (Singular Value Decomposition): We employed the Surprise library to im-
plement the SVD model, which is a popular approach for collaborative filtering. SVD was
trained using the user-item ratings matrix, capturing the interactions between users and
items. By decomposing this matrix into latent factors, SVD identifies patterns in user
preferences and item characteristics, enabling effective recommendations.

k-Nearest Neighbors (KNN): For our regression-based approach, we implemented
k-Nearest Neighbors (KNN) using scikit-learn. The KNN model was also trained
using the user-item ratings matrix. This model recommends items based on the similarity
between users or items, determined by their ratings patterns. KNN identifies users or
items that are close in the feature space, allowing it to suggest items that similar users
have interacted with or rated highly.

3.5.2.3 Model Evaluation

Once our models were trained, we evaluated their performance using the test set. This
involved predicting user ratings or interactions for the items in the test set and comparing
these predictions against the actual data. We measured the accuracy of each model using
metrics such as Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE),
providing insight into their effectiveness in making recommendations.

By integrating these various recommendation techniques, we were able to leverage the
strengths of each approach. The TF-IDF model excelled at identifying content similarities
based on product categories, SVD effectively captured latent user-item interactions from
the ratings matrix, and KNN provided robust neighbor-based recommendations using
user-item rating patterns.

The combination of these models enabled our hybrid system to deliver more precise and
diverse recommendations, significantly enhancing the user experience in the e-commerce
context.
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3.5.3 Evaluation Metrics

The following metrics were used to evaluate the performance of the recommender systems:

3.5.3.1 Root Mean Squared Error (RMSE)

The RMSE is the square root of MSE, offering a more interpretable measure of error by
being in the same unit as the ratings.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2

where:
- The same notations as for MSE apply. - The square root applied to the average of

the squared errors.

3.5.3.2 Mean Absolute Error (MAE)

The MAE is the average of the absolute errors (absolute differences between predicted
and actual ratings), providing a straightforward interpretation of the magnitude of errors
in the same unit as the ratings.

MAE =
1

n

n∑
i=1

|yi − ŷi|

where:
- yi is the true rating. - ŷi is the predicted rating. - n is the total number of ratings.

- The absolute value of the errors is averaged.

3.6 Performance Results

After evaluating our approach using different metrics described above ,we could summarise
the results obtained in the table below :

Table 3.1: Performance Results

Recommender System RMSE MAE

Hybrid (α) 1.2945-1.3328 1.0405-1.0408
SVD 1.2954 1.0416
k-NN 1.3191 1.0516
TF-IDF with Regression 1.3431 1.0477
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3.7 Comparative Analysis

3.7.1 Accuracy Metrics

• Root Mean Squared Error (RMSE)

Our evaluation revealed that the Hybrid model once again excelled with RMSE values
between 1.2945 when α is 0.8 and 1.3328 when α is 0.1.

This range highlights that the Hybrid model consistently minimizes the prediction
errors across various scenarios, thereby demonstrating its robustness and flexibility. The
lower RMSE values reflect the model’s ability to deliver precise recommendations with
fewer large deviations from actual ratings, which is critical for maintaining a positive user
experience in an e-commerce setting.

The SVD model, with an RMSE of 1.2954, performed almost on par with the lower
bound of the Hybrid model’s performance. This similarity underscores the effectiveness
of SVD in capturing the underlying patterns in user preferences.

However, the slightly broader range in the Hybrid model’s RMSE indicates that it can
adapt to different configurations while maintaining a high accuracy level.

The k-NN (k-Nearest Neighbors) model showed an RMSE of 1.3191, which is higher
than both the Hybrid and SVD models. This suggests that while k-NN is effective in
identifying similar users or items based on a proximity measure, it may not capture the
latent factors as effectively as SVD.

The higher RMSE reflects its moderate performance, indicating that k-NN may in-
troduce more significant errors, particularly when the dataset is sparse or when user
preferences are not well represented by simple proximity measures.

• Mean Absolute Error (MAE)

The Hybrid model achieved the lowest MAE values, ranging from 1.0408 α is 0.8
to 1.0405 α is 0.1. This consistency indicates minimal error variance across different α

values, showcasing the model’s capability to provide uniformly accurate recommendations
regardless of the specific balance between collaborative and content-based components.

The low MAE values reflect the Hybrid model’s proficiency in making accurate pre-
dictions with minimal deviation from the true ratings, thereby enhancing its reliability as
a recommender system.

Following closely, the SVD model recorded an MAE of 1.0416. This proximity to
the Hybrid model’s performance emphasizes SVD’s effectiveness in minimizing prediction
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errors by capturing the latent factors that drive user preferences. However, the Hybrid
model’s slight advantage suggests that integrating content-based features can further re-
fine the accuracy of recommendations, particularly in cases where user-item interactions
are not solely determined by past behavior but also by content characteristics.

The k-NN model and the TF-IDF with Regression model showed slightly higher MAE
values of 1.0516 and 1.0477, respectively.

These higher values indicate that these models tend to deviate more from the actual
ratings on average, reflecting less precise predictions.

- For k-NN, the higher MAE suggests that the model is less effective than SVD or the
Hybrid model in capturing complex user-item relationships.

We could summarize the different results obtained in table 3.1 in a histogram :

Hybrid α SVD k-NN TF-IDF with Regression
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3.7.2 Addressing Key Challenges

Our approach effectively tackles several challenges inherent in recommender systems, in-
cluding the cold start problem, serendipity, and data sparsity.

3.7.2.1 Cold Start Problem

The cold start problem arises when a new user or item has insufficient data, making it
challenging to generate accurate recommendations. The hybrid model mitigates this issue
by leveraging TF-IDF’s content-based filtering, which does not rely on user history.

By analyzing the textual features of items, the model can recommend relevant products
to new users or suggest new items based on their content. This makes the hybrid model
particularly effective in scenarios with many new users or products.

3.7.2.2 Enhancing Serendipity

The hybrid model, by combining SVD and TF-IDF, can suggest products that users may
not have explicitly searched for but are likely to find engaging.

SVD captures latent preferences through collaborative filtering, while TF-IDF intro-
duces novelty by recommending items with similar content but less obvious relevance.
This dual approach broadens the range of recommendations, increasing the likelihood of
serendipitous discoveries.

3.7.2.3 Handling Data Sparsity

Data sparsity which represent a common issue in recommender systems where user-item
interaction data is sparse, leading to challenges in making accurate predictions. The
hybrid model effectively addresses this by combining collaborative and content-based fil-
tering. More precisely, SVD efficiently deals with sparse matrices by decomposing them
into latent factors, capturing the underlying structure despite missing values. While TF-
IDF complements this by leveraging available textual data, ensuring that the model can
generate recommendations even in sparse environments. This hybrid approach makes the
model resilient to data sparsity, improving its robustness and reliability.
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3.7.3 The Impact of α on The Model’s Performance

The parameter α is pivotal in tuning the performance of our recommendation system, our
approach allows us to balance the strengths of collaborative filtering through SVD and
content-based filtering via TF-IDF, catering to various recommendation scenarios.

Figure 3.4 illustrates how RMSE and MAE metrics vary across different α values.

Figure 3.5: Performance Metrics for Different α Values

3.7.3.1 Effects of Higher α Values

When α is increased, the model relies more on SVD, resulting in several notable effects.
Firstly, higher values of α typically enhance accuracy metrics such as Mean Absolute
Error (MAE) and Root Mean Squared Error (RMSE), indicating improved precision in
recommendations due to SVD’s adeptness at capturing latent factors in user-item inter-
actions.

However, this heightened emphasis on SVD introduces trade-offs: it exposes the model
to the cold start problem by increasing reliance on historical data, thereby hindering rec-
ommendations for new users or items lacking sufficient interaction history. Moreover, as α
rises, the model tends to reduce serendipitous recommendations, focusing more on estab-
lished patterns from past interactions rather than exploring diverse options. Furthermore,
in scenarios with sparse data, a high α can lead to overfitting, as the model overly relies
on limited interactions, compromising its ability to generalize to unseen data.
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3.7.3.2 Effects of Lower α Values

Lowering α diminishes the influence of SVD and elevates the importance of the content-
based model using TF-IDF, resulting in several specific outcomes. Firstly, with a reduced
α, the model relies more on TF-IDF, which uses item features rather than user interac-
tion history. This adjustment proves advantageous in scenarios where item descriptions
alone suffice to generate pertinent recommendations, addressing the cold start problem
effectively.

Additionally, a lower α enhances the model’s capacity to introduce users to novel
and unexpected items by emphasizing content features. This approach can heighten the
novelty of recommendations, thereby enhancing user engagement. However, decreasing α

may compromise the accuiracy of the model because it relies less on SVD’s collaborative
filtering capabilities, which excel in capturing intricate user-item interaction patterns.

3.7.3.3 Balancing α for Optimal Performance

Fine-tuning α enables optimal model performance across different contexts by balancing
the strengths of SVD and TF-IDF. Opting for moderate α values ensures a harmonious
blend of leveraging SVD for precise predictions and using TF-IDF to manage cold start
challenges and promote serendipity.

Moreover, dynamically adjusting α based on specific data and circumstances can fur-
ther optimize the performance. Lower α values are advantageous when handling new users
or items, while higher values are more effective when there is sufficient user interaction
data for robust collaborative filtering.

In summary, α is a critical parameter that influences the balance between the accuracy
of recommendations and the model’s ability to handle challenges such as the cold start
problem, serendipity, and data sparsity. By carefully tuning α, we can create a recom-
mendation system that is both versatile and capable of meeting diverse user needs and
conditions.

3.8 Conclusion

In conclusion, our hybrid model has shown remarkable performance on real-world data,
outperforming traditional approaches such as SVD, k-NN, and TF-IDF with Regression
in key metrics like Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE).
This model’s strength lies in its ability to dynamically balance collaborative filtering
with content-based recommendations, optimizing its effectiveness across various scenarios.
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This dual approach enhances recommendation accuracy and user satisfaction, making it
a powerful tool for e-commerce platforms.

The model addresses critical challenges inherent in recommendation systems. It ef-
fectively tackles the cold start problem by leveraging both interaction data and textual
content, ensuring new users and items receive relevant recommendations. By integrating
TF-IDF, the system enriches recommendations with diverse and unexpected items, en-
hancing user engagement and satisfaction. Moreover, SVD’s capability to extract latent
factors from sparse data enables the model to make accurate predictions even with limited
user-item interactions, addressing the common issue of data sparsity.

As a comprehensive recommendation tool, our model provides a robust solution that
improves accuracy and effectively handles the complexities of sparse data and new user/item
scenarios. Its ability to adapt and optimize across different situations makes it invaluable
for enhancing the user experience and driving engagement on e-commerce platforms.

Future work could explore further tuning of the hybrid model’s parameters and inte-
grating additional data sources to enhance its predictive power and user experience.
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In the ever-evolving landscape of e-commerce, the challenge of providing personalized
and accurate product recommendations remains paramount. Traditional recommendation
approaches often struggle with issues such as data sparsity, the cold start problem, and
the need for serendipitous discoveries to keep users engaged. Addressing these challenges
is crucial for enhancing user satisfaction, increasing engagement, and ultimately driving
sales in a competitive online marketplace.

Recognizing these challenges, our research embarked on developing a robust recom-
mendation system capable of overcoming the limitations of traditional methods. We
aimed to create a model that could effectively handle sparse data, provide relevant sug-
gestions to new users, and about new items, and enhance the discovery of unexpected yet
interesting products. Through a comprehensive investigation of various techniques, we
settled on a hybrid model that integrates Singular Value Decomposition (SVD) and Term
Frequency-Inverse Document Frequency (TF-IDF) in our recommendation system.

The hybrid model we developed combines the strengths of collaborative filtering and
content-based recommendation approaches. SVD, a powerful collaborative filtering tech-
nique, excels at uncovering latent factors from user-item interaction data, even when such
data is sparse. It captures the hidden relationships between users and products, allowing
for accurate predictions of user preferences. On the other hand, TF-IDF leverages the
textual content associated with items, to find similarities between products, enabling the
model to make recommendations even in the absence of sufficient user interaction data.

During the experimental phase, we tested our hybrid model using real-world data
from Amazon beauty products. The results were compelling, demonstrating superior
performance across key accuracy metrics, including Root Mean Squared Error (RMSE),
and Mean Absolute Error (MAE). Our hybrid model consistently outperformed traditional
models such as SVD, k-NN, and TF-IDF with Regression, highlighting its robustness and
effectiveness.

One of the key advantages of our hybrid model is its ability to dynamically adjust the
weighting between collaborative and content-based components. This flexibility allows the
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model to optimize its performance across different scenarios, catering to a variety of user
behaviors and preferences. It provides a practical solution for improving recommendation
accuracy and user satisfaction, making it a valuable tool for e-commerce recommender
systems.

The model’s efficacy in addressing the cold start problem is particularly noteworthy.
By analyzing the textual features of new items and leveraging the content-based capa-
bilities of TF-IDF, the model can recommend relevant products to new users or suggest
new items based on their content. This capability ensures that even new users or items
can be effectively integrated into the recommendation process, maintaining the system’s
effectiveness in dynamic environments.

Furthermore, the hybrid model enhances serendipity by combining the comprehensive
user preference capture of SVD with the novelty-driven suggestions of TF-IDF. This
dual approach broadens the range of recommendations, increasing the likelihood of users
discovering unexpected and engaging products that align with their interests.

The success of our hybrid model underscores the potential of blending collaborative
and content-based approaches to create a more personalized and accurate recommendation
system. It highlights the model’s ability to capture nuanced relationships between items
and user preferences, significantly enhancing the overall quality of recommendations. The
comprehensive evaluation on real-world data showcases the model’s scalability, accuracy,
and coverage, demonstrating its robustness and capacity to handle diverse user preferences
and extensive product catalogs.

In summary, our hybrid model offers a sophisticated yet practical solution for en-
hancing user experience, driving engagement, and increasing revenue for businesses in the
competitive online marketplace.

And finally, for us as students, this experience that we went through in carrying out
this work brought us several values, delving in the e-commerce sector and the importance
of AI in it, and for the application of our knowledge in the field of machine learning for
added values and more performance in our field of research, also for the discipline in the
context of carrying out this modest work, giving us more opportunities for future works
and successes.
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Looking forward, several avenues for further research can be explored to enhance the
hybrid model:

• Model Parameter Optimization: by conducting experiments with different sim-
ilarity thresholds and weighting schemes for collaborative and content-based com-
ponents.

For example, adjusting the threshold for collaborative filtering to include more or
fewer similar users or products, and fine-tuning the weights assigned to different
features in content-based filtering, such as product attributes or user preferences.

• Integration of Additional Data Sources: by incorporating user ratings from
social media platforms like Facebook or Twitter to supplement existing ratings on
the e-commerce platform.

Contextual data like user location or time of day could be used to personalize rec-
ommendations further, such as suggesting winter clothing items to users in colder
regions during winter months.

• In-depth User Experience Evaluation: by conducting surveys or interviews
with users to gather feedback on their satisfaction with recommended products and
overall experience with the recommender system. Analyzing click-through rates,
conversion rates, and user engagement metrics to assess the effectiveness of recom-
mendations and identify areas for improvement.

• Integration of Deep Learning Techniques: exploring the use of deep learning
techniques like convolutional neural networks (CNNs) or recurrent neural networks
(RNNs) to analyze unstructured data such as product descriptions, reviews, or im-
ages.

For example, using CNNs to extract features from product images and RNNs to
process textual data, leading to more accurate and personalized recommendations
based on visual and textual similarities between products.

• Exploration of Different Forms of Hybridization:the success of our hybrid
model opens avenues for future research to explore different methods of hybridiza-
tion. For instance, investigating cascade methods that sequentially combine outputs
from individual recommendation algorithms could potentially enhance recommen-
dation accuracy by leveraging complementary strengths. Ensemble techniques, such
as blending predictions from diverse algorithms using stacking models, offer another
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promising approach to improve recommendation quality by aggregating diverse per-
spectives.

These avenues of research offer promising perspectives to extend and improve our
hybrid recommendation model, paving the way for more efficient and personalized recom-
mendation systems for e-commerce.
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Abstract

The e-commerce sector has experienced significant growth, leading industry players to
implement recommendation systems aimed at enhancing user satisfaction and boosting
revenue through personalized suggestions. As a result, hybrid filtering techniques combin-
ing collaborative filtering (CF) and content-based methods have emerged as a promising
approach to capture user preferences effectively

Our study presents a novel hybrid recommendation system for e-commerce that com-
bines content-based filtering using inverse document frequency-term frequency (IDF-TF)
with collaborative filtering through singular value decomposition (SVD). By integrating
linear regression and leveraging the α parameter, we effectively balance between content-
based and collaborative filtering to address cold start issues and data sparsity. This
approach enhances recommendation accuracy and quality, as demonstrated by our exper-
iments on real e-commerce data, focusing on scalability, accuracy, and coverage.

Keywords: Recommendation system, Machine Learning, SVD algorithm, TF-IDF,
Hybrid.

Résumé

Le secteur du commerce électronique a connu une croissance significative, conduisant
les acteurs du secteur à mettre en œuvre des systèmes de recommandation visant à
améliorer la satisfaction des utilisateurs et à augmenter les revenus grâce à des sugges-
tions personnalisées. En conséquence, les techniques de filtrage hybrides combinant le
filtrage collaboratif (CF) et les méthodes basées sur le contenu sont apparues comme une
approche prometteuse pour capturer efficacement les préférences des utilisateurs.

Notre étude présente un nouveau système de recommandation hybride pour le com-
merce électronique qui combine un filtrage basé sur le contenu utilisant la fréquence inverse
des termes de fréquence des documents (IDF-TF) avec un filtrage collaboratif par décom-
position en valeurs singulières (SVD). En intégrant la régression linéaire et en exploitant
le paramètre α, nous équilibrons efficacement le filtrage basé sur le contenu et le filtrage
collaboratif pour résoudre les problèmes de démarrage à froid et la rareté des données.
Cette approche améliore la précision et la qualité des recommandations, comme le dé-
montrent nos expériences sur des données réelles de commerce électronique, en mettant
l’accent sur l’évolutivité, la précision et la couverture.

Mots-clés:Système de recommendation, apprentissage automatique, algorithme SVD,
TF-IDF, Hybride.
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