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Abstract

Disambiguating name mentions in text is a crucial task in Natural Language
Processing, especially in entity linking. The credibility and efficiency of such sys-
tems largely depend on this task. For a given name entity mention in the text,
there are many potential candidate entities that may refer to this mention in
the knowledge base. Therefore, it is very difficult to assign the correct candidate
from the whole candidate entities set to this mention. To solve this problem, col-
lective entity disambiguation is a prominent approach. In this thesis we present
a new algorithm called CPSR for collective entity disambiguation which is based
on the graph approach and semantic relatedness. A clique partitioning algorithm
is used to find the best clique that contains a set of candidate entities that pro-
vide answers to the corresponding mentions in the disambiguation process. To
evaluate our algorithm, we carried out a series of experiments on seven well-
known datasets namely, AIDA/CoNLL2003-TestB, IITB ,MSNBC, AQUAINT,
ACE2004, Cweb and Wiki. The Kensho Derived Wikimedia Dataset (KDWD)
is used as the knowledge base for our system. From the experimental results our
CPSR algorithm outperforms both the baselines and other well known state of
the art approaches.

Keywords:Named Entity Disambiguation, Entity linking, Clique Partition-
ing, Semantic Relatedness, Graph Based Approaches.
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Résumé

Désambiguïser les mentions de noms dans le texte est une tâche cruciale dans le
traitement du langage naturel, en particulier dans la liaison d’entités. La crédi-
bilité et l’efficacité de ces systèmes dépendent largement de cette tâche. Pour une
mention d’entité donnée dans le texte, il existe de nombreuses entités candidates
potentielles qui peuvent faire référence à cette mention dans la base de connais-
sances. Par conséquent, il est très difficile d’affecter le bon candidat à partir
de l’ensemble des entités candidates définies pour cette mention. Pour résoudre
ce problème, la désambiguïsation des entités collectives est une approche impor-
tante. Dans cette thèse, nous présentons un nouvel algorithme appelé CPSR pour
la désambiguïsation d’entités collectives qui est basé sur l’approche graphique et la
relation sémantique. Un algorithme de partitionnement de clique est utilisé pour
trouver la meilleure clique qui contient un ensemble d’entités candidates. Ces
entités candidates fournissent les réponses aux mentions correspondantes dans
le processus de désambiguïsation. Pour évaluer notre algorithme, nous avons
effectué une série d’expériences sur sept ensembles de données bien connus, à
savoir AIDA/CoNLL2003-TestB, IITB ,MSNBC, AQUAINT, ACE2004, Cweb
et Wiki. Le Kensho Derived Wikimedia Dataset (KDWD) est utilisé comme base
de connaissances pour notre système. À partir des résultats expérimentaux, notre
algorithme CPSR surpasse à la fois les lignes de base et d’autres approches de
pointe bien connues.

Mots clé :Disambiguation d’entité nommée, liaison d’entité, partitionnement
de clique, relation sémantique, approches basées sur des graphes.
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 ملخص
 

 

 

 .يعد توضيح ذكر الأسماء في النص مهمة حاسمة في معالجة اللغات الطبيعية، خاصة في ربط الكيانات     

بالنسبة لكيان اسم معين مذكور في  .وتعتمد مصداقية وكفاءة هذه الأنظمة إلى حد كبير على هذه المهمة

ولذلك  .التي قد تشير إلى هذا الذكر في قاعدة المعرفة النص، هناك العديد من الكيانات المرشحة المحتملة

ولحل هذه  .فإنه من الصعب جداً تعيين المرشح الصحيح من بين كافة الكيانات المرشحة المحددة لهذا الذكر

 CPSR نقدم في هذه الدراسة خوارزمية جديدة تسمى .المشكلة، يعد توضيح الكيان الجماعي نهجًا بارزًا

يتم استخدام خوارزمية  .الجماعي والتي تعتمد على نهج الرسم البياني والارتباط الدلاليلتوضيح الكيان 

توفر هذه  .تقسيم المجموعة للعثور على أفضل مجموعة تحتوي على مجموعة من الكيانات المرشحة

الخاصة لتقييم الخوارزمية  .الكيانات المرشحة الإجابات على الإشارات المقابلة في عملية توضيح الغموض

-AIDA/CoNLL2003 بنا، أجرينا سلسلة من التجارب على سبع مجموعات بيانات معروفة وهي

TestB وIITB وMSNBC وAQUAINT وACE2004 وCweb وWiki.  يتم استخدام مجموعة

من النتائج التجريبية، تتفوق  .كقاعدة معرفية لنظامنا Kensho (KDWD) المشتقة منبيانات ويكيميديا 

  .الخاصة بنا على كل من خطوط الأساس وغيرها من الأساليب الحديثة المعروفة  CPSR ةخوارزمي

 

 لمقارباتالي، : توضيح الكيان المسمى، ربط الكيان، تقسيم المجموعة، الارتباط الدلاالكلمات المفتاحية

 .القائمة على الرسم البياني

 

 
 



Preface

This thesis is the product of our exploration of the complex fields of entity
linking and entity disambiguation in natural language processing. Our inves-
tigation into creating more effective and precise techniques for comprehending
text data was motivated by the ever-increasing amount of digital text and the
intricacy of human language, prompted further study.

Our fascination with how computers may recognize nuances, comprehend con-
text, and making sense of unclear textual information served as the driving force
for our project. Accurately identifying and disambiguating entities inside large
text corpora is becoming more and more important as our reliance on digital in-
formation grows. Due to this difficulty, we have developed a graph-based method
that uses the linkages and interconnectedness found in data to improve efficiency
and accuracy when disambiguating mentions in the text.

We hope that the methods and results we have shared in this thesis will spur
more research in this fascinating and rapidly developing topic, as well as further
the current progress in entity linking and disambiguation.
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Chapter 1

Introduction and motivation

1.1 Introduction
Currently, we are experiencing exponential growth in data on the Internet.

The increase in this amount of data is driven not only by news, business, or blog-
ging but is also provided by people. Managing a billion web pages seems difficult,
if not impossible, for people and businesses. To solve this problem, an obvious
solution is to offer automatic tasks like web search, classification, entity linking,
etc. Computers are only used to present the content of web pages, while web
search engines are used to find a specific set of web pages that match a search
query. Unfortunately, the quality of these two services does not fulfill human
needs because computers and most search engines operate without regard to the
semantic meaning of the contents, [3] thus leading humans to interpret the results
themselves.

The concept of the Semantic Web was introduced in 2001 by Berners
et al [4] where they extended the current Web to the Semantic Web and gave
it a defined meaning that allows humans and computers to work cooperatively
to understand textual natural language. Making sense of information is a big
task and can be decomposed into many sub-tasks, including co-reference resolu-
tion, word sense disambiguation (WSD) [5], named entity recognition (NER) [6],
classification [7], and Entity Linking (EL) [8], also known as Named Entity Dis-
ambiguation (NED).

1



CHAPTER 1. INTRODUCTION AND MOTIVATION 2

Named entities (NE), also called mentions, are one of the principal ele-
ments of text on the web. These NE are found in any document, especially news
stories, and are semantically richer than most vocabulary words [9] . A textual
named entity (mention) refers to a real-world entity, namely a person, location,
or organization. The challenge is that one mention in the text may refer to more
than one named entity in the knowledge base (KB); this kind of problem is called
name ambiguity (polysemy). Another type of problem is name variation (syn-
onymy), where one named entity in the real world may be referred to by more
than one mention in the text.

A named entity can appear in a single word, such as ”France” or ”DELL”, or
in a collection of words, such as ”University of San Francisco” or ”United States”.
Furthermore, the named entity can appear in a dictionary as a word, which means
it can be found in the language dictionary; for example ”Mark” is both a per-
sonal name and an English verb, whereas most named entities, like the name
”Cameron Diaz” or the place ”France”, do not appear in a language dictionary.
There is no established dictionary for real named entities; new named entities
emerge constantly, some of which are included in KBs. New textual mentions
referring to existing named entities are added daily to the content of the website.
The only available reference resources for real-world entities are KBs. There are
many existing KBs, such as Wikipedia1, DBpedia2, Yago3, and Yahoo4, among
others. Wikipedia is considerably used to disambiguate named entity mentions
because of its magnitude and free availability [10–13]. It contains references to
relatively well-known real-world entities, and it is useful for researchers to solve
entity ambiguity problems.

Named entities are very important in several areas, especially in informa-
tion mining [14], text mining [15], and knowledge base population [16]. Many
researchers have invested in named entity recognition and classification [6]. Be-
sides, many of the recognized named entities from web text content are ambigu-
ous, so it is difficult for software to identify from the KB the right named entities
that correspond to these different textual mentions. For instance, the mention
”Paris” may refer to the capital of France and must be distinguished from the
mention ”Paris”, which refers to Paris Hilton an American model. Also, an entity

1https://www.wikipedia.org/
2https://www.dbpedia.org/
3https://yago-knowledge.org/
4https://uk.yahoo.com/



CHAPTER 1. INTRODUCTION AND MOTIVATION 3

may be known by several names; for example, ”king of pop” and ”MJ” refer to
the same entity, ”Michael Jackson”, but they have different surface forms (mor-
phology). These examples demonstrate how difficult the task of linking the NE
textual mentions to their real-world entities in the KB is.

Named entity disambiguation is the process of disambiguating and linking
named entity mentions that exist in text to their corresponding entities in the
KB. By annotating a significant volume of typically noisy data, entity linking
contributes to the vision of the Semantic Web. EL, is regarded as one of the two
sub-tasks of the Text Analysis Conference-Knowledge Base Population (TAC-
KBP) 5. NED approaches deal only with mentions that have their corresponding
entities in a KB, while EL approaches process all mentions, including those that
do not have corresponding entities in a KB. EL approaches attempt to predict the
unlinkable mentions by leveraging supervised machine learning techniques such
as binary classification [17], learning to rank [18] and probabilistic models [19].

From the literature, there are two main classifications of NED [8]. The first
classification is based on whether the methods are supervised or unsupervised;
the supervised ranking methods rely on annotated training data to ”learn” how to
rank the candidate entities. These approaches may include binary classification
methods [20–26], learning to rank methods [13,22,25,27–36], probabilistic meth-
ods [28,37–39], and graph-based approaches [11,40,41].The unsupervised ranking
methods are based on unlabeled corpus and do not require any manually anno-
tated corpus to train the model. These approaches may include Vector Space
Model (VSM) based methods [10, 42, 43] and information retrieval (IR) based
methods [44, 45]. The second classification categorizes the NED approaches into
two categories: single named entity disambiguation (SNED) and collective named
entity disambiguation (CNED). The first approach, [10,12,27,46–56] aims to dis-
ambiguate the mentions in the text independently from each other, while the
second one aims to disambiguate all the mentions in the text jointly and mutu-
ally. [13, 28, 31, 57–66]

5https://www.aclweb.org/portal/content/text-analysis-conference-knowledge-base-
population
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1.2 Motivation
With the increasing amount of textual information that is available through-

out the Web, Information Extraction (IE) techniques [67] have grown in interest.
These techniques are being commonly used to process unstructured information
from the Web, generally with the objective of building structured KBs from the
available information. IE is an area of research that involves Natural Language
Processing (NLP) [68] to unstructured or semi-structured documents in order to
generate structured information. This information can be used in numerous ap-
plications, with examples being the population of KBs or the offering of support
to more advanced natural language processing and information retrieval applica-
tions, such as question answering [69].

Hence, to retrieve information about specific entities, we first need to identify
these entities by assigning their references in a text to a resource usually a KB
providing unique identifiers of these entities.

1.2.1 Challenges

The main challenges of entity linking are:

• Name Ambiguity (Polysemy and Homonymy): The polysemy prob-
lem occurs when a Named Entity (mention) in the text may refer to several
entities in the KB; for example, the mention ”jaguar” may refer to ”jaguar”
the car or a ”jaguar” the animal. The Homonymy problem is when differ-
ent entities may share the same name; for example, ”Bank” may refer to
several things (the financial institution or the river Bank).

• Name Variations(Synonymy): Many different mentions in the text may
refer to a single entity in the KB, those mentions represent the synonyms
of this entity like aliases, nicknames, abbreviations and acronyms example:
all the mentions ”king of pop”, ”MJ”,”Wacko Jacko” and the ”The Gloved
One” refer to one and only one entity in the KB witch is Michael Jackson.

• Absence of entries(Uncovered entities): Is seen as some mentions in
the text may not have their corresponding entities in the KB.

While Named Entity Disambiguation is referred to as Named Entity Link-
ing. Entity Linking is a larger task than Named Entity Disambiguation.
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NED deals mainly with the name ambiguity problem which means, it tries
to find the right named entity in the KB for a given mention in the text and
assumes that the KB is complete. EL assumes that the KB is incomplete
and deals also with the absence of entries problem in the KB which means
the EL system has to predict a link for the mentions who don’t have their
corresponding entities in the KB.

1.2.2 Application

Entity Linking and disambiguation plays a vital role in many different tasks
such as:

• Information retrieval: Recently, the semantic entity-based search has
taken the place of the conventional keyword-based search. Semantic Entity-
Based Search [70–73] takes advantage of entity linking since web text and
web documents contain many mentions of entities that need to be dis-
ambiguated. Named entities commonly occur in search queries and they
are most of the time ambiguous. Disambiguate these ambiguous entity
mentions by linking them to a KB by leveraging the query context could
potentially enhance the quality of search results [74].

• Information extraction: Information extraction systems [75] extract
named entities and relations from the text, these named entities are usually
ambiguous. A good way to disambiguate the ambiguous named entities is
to link them to a KB to facilitate their future exploitation [76, 77].

• Question answering: A supported KB is used by question answering sys-
tems to response to the user’s questions. A promising results were obtained
by some question answering systems like Watson [78], these systems har-
ness the entity linking technique to predict the kinds of questions and a
potential answers. Thus the entity linking shown to be very beneficial to
question answering systems [69].

• Knowledge base population: Entity linking is essentially considered
as an important sub-task for knowledge base population [79, 80] since new
facts are daily generated and digitally expressed on the Web. These new
facts need to be linked and added to an existing KB. Therefore, the knowl-
edge base population task could eventually benefit from the entity linking
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systems [36, 81–84].

1.3 Entity linking or Named entity disambigua-
tion

1.3.1 Problem definition

Entity Linking is the task of mapping each named entity mentioned in a
textual document to the corresponding KB entry (such as Wikipedia, yago),
or determining if one such entry does not exist in the KB [79]. The named
mentions must be identified previously by a Named entity recognition (NER)
system [85–87]. NER is the process of locating a word or a phrase that references
to a particular entity within a text. It involves recognition of entity names (people
and organizations), place names, temporal expressions and numerical expressions
[85]. There are several NER tools that are publicly available, including Stanford
NER6, OpenNLP7 and LingPipe8.

Given an input document D containing a set of pre-tagged (using NER
system) NE textual mentions M ={ m1, m2, m3 . . . mk }. Initially, the EL
system selects all possible candidate interpretations for each mi from the KB.
I.e. for each NE textual mention mi ∈ M the system selects a set of candidates
entities Ei = {ei,1, ei,2, ei,3...ei,j} from the KB. The NE textual mention mi is used
to search the KB entries titles to find entries with titles that fully or partially
contain the NE textual mention. As a subsequent step, the EL system ranks these
candidate entities by leveraging a given technique to disambiguate each mention
in the text, which means the system will choose for each mention in the text its
corresponding entity in the KB. Thereafter, the system assigns each mention to
its corresponding entity in the KB by creating a hyperlink between them. ���An
illustrative example is shown in Figure 1.1.

6http://nlp.stanford.edu/ner/
7http://opennlp.apache.org/
8http://alias-i.com/lingpipe/
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Figure 1.1: Example of entity disambiguation in text

1.4 Aim and objectives of the research
In this section, we outline the overarching goal and particular targets that

direct our study project. A precise statement of the goals and objectives clari-
fies the purpose and anticipated results of the study in addition to serving as a
roadmap. We create a framework for the methodical investigation of our research
topics by identifying these characteristics, which guarantees coherence and focus
throughout the investigation. Our entity linking system aims to enhance the ac-
curacy of identifying and associating entities such people, places, or organizations
with their corresponding entries in a KB and the main objectives of this research
are as follows:

• Leverage the global coherence to disambiguate all the mentions in the text
collectively.

• Demonstrate that the context-dependent features are beneficial for the
named entity disambiguation.
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• Increase the accuracy of the NED systems.

• Propose an unsupervised solution avoiding the training data which is hard
labor and time consuming.

• Show that the graph-based methods are more suitable for this kind of re-
search.

1.5 Research contributions
Our research contributions are therefore as follows:

• We propose a new unsupervised algorithm called Clique Partitioning Based
on Semantic Relatedness (CPSR). Our algorithm does not require training
data or a training phase, but it relies on the KDWD KB that we used to
generate the name dictionary. Moreover, it disambiguates iteratively and
collectively the mentions inside the same document.

• We also provide a single disambiguation algorithm that disambiguates texts
with a single mention as well as the mentions that remain from the collective
disambiguation.

• We leverage the semantic relatedness using the Jaccard measure to cap-
ture the coherence between the mapping entities, therefore using the context-
dependent features rather than the context-independent features to create
our system.

• We generate a test dataset from the KB we used to build our system,
KDWD, to assess our system’s performance. We also tested the effectiveness
of our system using seven well-known datasets and compared the outcomes
against more than 30 other state-of-the-art entity disambiguation systems.

• This study was featured in an article named «A graph based named entity
disambiguation using clique partitioning and semantic relatedness » pub-
lished in a top-tier journal called «Data & Knowledge Engineering ».9

9https://doi.org/10.1016/j.datak.2024.102308
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1.6 Research questions
In order to provide more accurate natural language comprehension and in-

formation retrieval, our system attempts to overcome these following questions
and challenges by precisely disambiguating named entities inside the text. The
identification of the named entities (NE) or what we call mentions is performed
by the NER.

• How does our system handle situations where named entities like ”Apple”
could refer to multiple things, such as a company or a fruit, by considering
the context of the text?

• What criteria should our system consider when distinguishing between dif-
ferent named entities and how can the use of context-dependent attributes
and insights from the knowledge base (KB) assist in identifying the most
probable reference?

• How can our system assesses the semantic relatedness between named en-
tities and their potential referents to find the perfect match?

• How does our system effectively connect an entity mention to a particu-
lar entry in a KB or reference database once it has been disambiguated
enhancing overall understanding of the text?

• Which evaluation metrics like precision, recall, F1 score or accuracy would
be best suited to assess how well our named entity disambiguation system
performs?

1.7 Structure of the thesis
The remaining of the thesis is structured as follows:

Chapter 2 gives a thorough introduction to entity linking, providing back-
ground information and laying the groundwork for the following chapters.

A comprehensive overview of the body of literature is presented in chapter 3,
where we delve into pertinent studies and research on the topic. This chapter
highlights pioneering works in this field and categorize them.



CHAPTER 1. INTRODUCTION AND MOTIVATION 10

Chapter 4, Research Methodology, describes the specific strategy used in this
work also includes a full description of the research process. This provides an
explanation of the methodology used to study the NED problem, as well as the
research design and data gathering strategies.

We highlight the suggested procedures in chapter 5, Contributions and Meth-
ods, in order to deal with the NED issue. This chapter presents our new approach
and explains the steps we took in practice to create and improve our method, as
well as its theoretical foundations.

The implementation and evaluation is presented in chapter 6, which shows
the findings of our suggested study. This chapter offers a thorough explanation
an discussion of the obtained results by assessing these findings and offering a
thorough breakdown of the efficiency and efficacy of our methodology.

Chapter 7 wraps up the thesis by providing a summary of the research done
in the field of NED. This chapter also discusses prospective future viewpoints, of-
fering ideas for future study directions and possible enhancements to the method-
ologies and approaches discussed in this thesis.



Chapter 2

Background on entity linking

2.1 Introduction
NED tackles the problem of precisely connecting named entities stated in

text to their corresponding entries in a KB. NED occupies the space between
natural language processing and information retrieval. This chapter explores the
background ideas and methods that form the basis of NED, giving readers a basic
grasp of the area.

Entity linking, which entails locating and connecting textual occurrences of
entities to their canonical representations in a KB, is a key component of EL
systems. The foundation of EL or NED systems are entity linking modules,
which use a variety of methods to resolve ambiguities and distinguish between
entities in text. These modules usually leverage a variety of techniques, including
name dictionary based techniques [10,27,88,89], probabilistic models [28,37–39],
graph-based algorithms [11, 40, 41], and machine learning-based techniques like
Learning to Rank (L2R) [22, 27–30].

This chapter explains the KB concept, examines entity linking modules, ex-
plains the semantic relatedness concept, presents a variety of entity linking tech-
niques that might me used to disambiguated the entities as well as the evaluation
criteria that are used to assess the effectiveness of NED systems. These evalua-
tion criteria cover a wide range of measures, including precision, recall, accuracy,
and F1 score, which express how well the system can recognize and link entities
in text. Comprehending these assessment indicators is crucial for assessing the
efficacy and dependability of NED techniques as well as for comparing results to
the most advanced methods now in use.

11
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This chapter establishes the foundation for the discussions that follow on ad-
vanced NED approaches and methodology by giving an overview of entity linking
modules, entity linking techniques, and evaluation criteria. Researchers can cre-
ate more reliable and accurate NED systems that can handle the complexity of
real-world textual data by having a thorough understanding of these fundamental
concepts.

2.2 Knowledge base
An indispensable tool for the entity linking process is a knowledge base [90].

It provides extensive details about many global entities (like Marie Curie and
Warsaw), including their semantic classifications (Marie Curie is classified as a
Scientist, while Warsaw is classified as a City), and the connections between these
entities (like the relationship ”bornIn” that links Marie Curie and Warsaw).

Knowledge bases can be broadly categorized into two types: domain-specific
and global. The purpose of a domain-specific KB is to store concepts, instances,
and relationships in a tightly defined field of study. These industry-specific or
field-specific specialized KBs offer targeted, in-depth information pertinent to
that particular sector. A few notable examples are echonest 10, which focuses
on music data, DBLP 11, which covers publications in computer science, Google
Scholar12, which indexes academic articles across disciplines, DBLife13, which
keeps track of academic events and activities, and product KBs created by e-
commerce businesses to manage product information.

On the other hand, a global KB strives for comprehensiveness in all disciplines
by encompassing a wide range of information about the entire world. These KBs
combine information from several sources to produce a more comprehensive KB.
Notable instances include the vast collaborative structured data base Freebase
[91], Google’s Knowledge Graph [92], which enriches search results with data
from multiple sources; YAGO [93], a semantic KB sourced from Wikipedia and
other sources; DBpedia [94], which pulls structured data from Wikipedia; and the
assortment of Wikipedia infoboxes [95], which offer succinct factual information
about a wide range of subjects. Though global KBs offer breadth over a wide

10https://music.us/supporters/echo-nest/
11https://dblp.org/
12https://scholar.google.com/
13https://www.dblife.club/
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range of subjects, domain-specific KBs offer depth in specialized areas. Each form
of KB serves a distinct purpose.

We will give an overview of six well-known KBs that are frequently used in the
entity linking field in the section that follows. These databases provide essential
data on entities and their classifications, but they also make the complex web of
relationships between them clear, enabling accurate and efficient entity linking.

• Wikipedia14 With millions of entries covering a wide range of subjects,
Wikipedia is the largest multilingual online encyclopedia, created by vol-
unteers all over the world. Wikipedia is currently the world’s biggest and
most well-known online encyclopedia. It is also a resource that is expand-
ing rapidly and is always changing. An article is the fundamental entry
on Wikipedia; it defines and discusses an entity or subject and is uniquely
referred to by an identifier. Currently, English Wikipedia contains over
6 million articles. In addition, Wikipedia’s structure offers a number of
helpful features for entity linking, including article categories, entity pages,
redirect pages, disambiguation pages, and hyperlinks within Wikipedia ar-
ticles.

• Yago [93] YAGO is a KB that merges Wikipedia’s extensive entities with
WordNet’s organized categories. This provides YAGO with both broad
coverage of entities and a well-structured hierarchy. The newest version
offers over 10 million entities (people, places, etc.) with 120 million facts
defining them, including hierarchical (like kinds) and non-hierarchical (like
livesIn) interactions. Notably, YAGO uses a ”means” connection to link
textual mentions (e.g., ”Einstein”) to their related entities (Albert Ein-
stein), which is beneficial for tasks like discovering potential entities from
text.

• DBpedia [94] Wikipedia is the source of structured data extracted by DB-
pedia, a multilingual KB. This information consists of categories, locations,
external links, and infobox summaries. More than 4 million entities are
present in the English edition, of which 3 million are regularly categorized.
DBpedia changes in tandem with Wikipedia.

14http://www.wikipedia.org/
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• Freebase [91] is a vast online KB that its members have collectively cre-
ated. By using an accessible interface to alter structured data, non-coders
can still make a contribution. Freebase pulls data from a number of sources,
including Wikipedia. It currently has 2.4 billion facts describing about 44
million entities (people, places, etc.).

• Google’s Knowledge Graph [92] Google’s Knowledge Graph is a mas-
sive web of information about real-world entities (people, places, events)
and their connections. Unlike keyword-based search, it understands rela-
tionships between these entities. Google builds it by gathering information
from various sources, identifying entities, and then using machine learning
to analyze connections and constantly improve the network. This rich KB
allows Google to understand your searches better and provide informative
results with summaries directly on the search page.

• KDWD 15 Stands for ”Kensho Derived Wikimedia Dataset”. The three
primary parts of KDWD are the unformatted English Wikipedia articles,
annotations indicating which text spans link, and a small sample of the
Wikidata KB. It was constructed with the Wikidata snapshot and the En-
glish Wikipedia snapshot.

2.3 Entity linking system modules
Typically, the main components of an entity linking system, consists of three

major modules, namely (I) candidate generation, (II) candidate ranking, and (III)
unlinkable mention prediction. This architecture is presented in Figure 2.1. The
following subsections detail each of the modules from the general architecture.

Figure 2.1: The main modules of an EL system.
15https://datasets.kensho.com/datasets/wikimedia
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As illustrated in Figure 2.1 a Pre-Processing stage is required, this step is
performed by a NER (Named Entity Recognition System). The NER takes as an
input a text and generates a set of mentions (Named Entities). These mentions
represent an input for the candidate entity generation module, whereas the output
of the NEL represents the link created between the mentions in the text and their
corresponding entity in the KB (annotated the text by creating a hyperlink for
each mention) .

2.3.1 Candidate Generation module

In this first module, the main goal is to find all possible KB entries that might
correspond to each mention (named entity) in the query (text or document). This
can be achieved by using a variety of similarity measures (e.g., character-based
string similarity metrics [96]), where the module compare the surface form of the
named entity from the query with all the KB entries. The top-entries that are
most likely to correspond to the entity are returned as candidates. The main
objective of this step is to collect a limited set of likely candidate entries that
will latter be analyzed in detail during the ranking step. The main approaches
that have been applied for generating the candidate entity set Em for an entity
mention m are:

1. Name Dictionary Based Techniques: Entity linking systems depend
greatly on name dictionary-based methods for the creation of candidate en-
tities [10,11,20,21,27–29,31,82–84,88,89,97–99]. They utilize the Wikipedia
structure. Wikipedia is a rich source of many features. These include en-
tity pages redirect pages, disambiguation pages bold phrases and hyper-
links. These features work together to create an offline name dictionary.
We will call it dictionary (D). This table maps various names to their re-
lated entities. The dictionary holds a wealth of information on named
entities. Variations, abbreviations spellings and nicknames are only a few
examples. The dictionary’s structure is essential to note, it contains key-
value mappings. Keys stand for names in this dictionary. The values are
sets of entities. These entities are associated with said names mentions.
The Name Dictionary Based Techniques are leveraged by many entity link-
ing systems [10, 11, 28, 29, 31]. Table 2.1 represents a portion of a name
dictionary and its structure.
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Table 2.1 A snapshot of a name dictionary.
Key (Name mentions) Value (Mapping entities)

Bill Gates Bill_Gates
Michael Jackson

Michael_Jackson
King of pop

MJ
The gloved one

...

Jaguar

Jaguar
Jaguar Cars

Jaguar (band)
Jaguar (1979 film)

...
Usama ibn Mohammed ibn Awad ibn Ladin Osama_bin_LadenBin Laden

John Kennedy John_Fitzgerald_Kennedy

2. Methods Based on Search Engines: Certain entity linking systems
make use of web search engines to generate candidate entities for each men-
tion in the text. Google for example, is often employed to locate potential
entities from the vast expanse of the world wide web where they select the
top returned Wikipedia pages results as potential candidate entities for a
given mention [82, 100, 101].

2.3.2 Candidate Ranking module

The Candidate Generation module produces a set of candidates. These can-
didates undergo examination based on a predefined selection of ranking features.
The candidates then undergo ranking. This process ensures that the KB entry
with the highest likelihood of correct disambiguation appears at the top.

Methods for ranking candidate entities fall under two broad categories. These
categories are supervised and unsupervised approaches. Supervised methods em-
ploy annotated training data. This data helps to discern ranking strategies.
The commonly used methods in this category are: binary classification meth-
ods [20, 21, 23, 25, 26, 98, 100], learning to rank (L2R) methods [13, 22, 25, 27–29,
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31–33, 35, 36, 99], probabilistic methods [28, 37, 38, 102] and graph-based meth-
ods [11, 40, 41]. The Unsupervised methods on the other hand, depend on unla-
beled corpora.The methods frequently employed in this category include: Vector
Space Model (VSM) based methods [10, 83, 84] and information retrieval based
methods [20, 44, 97].

Further categorization comprises: Independent ranking methods [27,29,35,36,
83,101,103]. These methods view entity mentions in a document as independent.
They then rank candidates according to context similarity. Collective ranking
methods [10, 11, 13, 28, 31, 33, 40, 88, 104–107]. These methods presume a coher-
ence in document’s topics. Thus they link entity mentions in accordance.

A variety of features are useful in ranking candidate entities. These
can be classified as either context-independent or context-dependent. Context-
independent features primarily focus on the entity mention’s surface form. They
also exhibit knowledge concerning the candidate entity. They have an impor-
tant function. This function resides within a sphere that is separate from the
mention’s contextual surroundings.

Conversely, context-dependent features function on a different principle. They
hinge on the context where the mention emerges. These entail the mention’s
immediate textual context, but not limited to it. They also account for other
mentions found within the same document.

1. Context-Independent Features

(a) Name string comparison: plays a vital role in ranking candidate
entities. Many string similarity measures have been used in the name
comparison like edit distance [29, 108], Dice coefficient score [23, 24],
character Dice, skip bigram Dice, and left and right Hamming distance
scores [32]. Typical comparisons include exact matches, prefix or suffix
matches, containment relationships, ordered letter matches or word
matches.

(b) Entity Popularity: The aspect of entity popularity plays a pivotal
role in entity linking. It operates independently of context. Effec-
tively, it is a measure of how likely a potential entity might appear
alongside a specific entity mention. Here is a key point: each can-
didate entity tied to the same mention surface form does not hold
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consistent popularity. Some might be more obscure, while others
rare. For example, ”New York.” In this case, ”New York City” is
a more common entity than ”New York (film)”. Several state-of-
the-art entity linking systems capitalize on Wikipedia count infor-
mation [13,28,31,33,40,88,100,104,108]. This information quantifies
entity popularity. Consequently, a popularity feature is defined for
each candidate entity, made in relation to the entity mention.
A feature, known as Pop(ei), is then calculated. It is computed as the
portion of links that have the mention form pointing to the specific
candidate entity.

Pop(ei) =
Countm(ei)∑

e j∈EmCountm(ej)
(2.1)

Where Countm(ei) is the number of links which point to the entity ei

and have the mention form m as the anchor text.

(c) Entity Type: The goal of this function is to evaluate the coherence
between an entity’s type mentioned in a text (for instance people,
location organization) and the candidate entity’s type in a knowledge
database. Many studies use NER systems to identify the entity type
for the entity mention in text and some candidate entity whose type
is unavailable in the knowledge base [82, 100, 109].

2. Context-Dependent Features

(a) Textual Context: The evaluation of the textual context is done
by measuring its similarity. This is primarily between the context
that surrounds an entity mention and the document associated to the
candidate entity, which means where this mention appears. There are
different representations of context used for this objective.

i. The Bag of Words Method: The context is often depicted
by gathering words (called bag of words) from the entire input
document where this mention appears [22,35,83,88,105,108]. Al-
ternatively a relevant window around the mention may be em-
ployed [11, 13, 27, 28, 76, 104]. For each candidate entity, the con-
text is usually represented as a bag of words from: the entire
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Wikipedia entity page [11, 22, 27, 28, 35, 103, 108], the first de-
scription paragraph of its Wikipedia page [28], a suitable window
around each occurence of that entity in the Wikipedia page cor-
pus [104], or the top-k token TF-IDF summary of the Wikipedia
page [13, 88].

ii. Concept Vector: Concept vectors are created by systems to
capture the semantic heart of a text. This process includes the ex-
traction of different elements from the document or its associated
Wikipedia article. These elements encompass keyphrases [40], an-
chor texts [28], named entities [21, 25, 32], categories [10, 32], de-
scriptive tags [89] and Wikipedia concepts [24, 31, 84, 110]. More-
over, the system constructs the context of a potential entity. This
happens through using linked entities, attributes and pertinent
facts taken from Wikipedia infoboxes [32, 111, 112]. Ultimately,
this comprehensive depiction aids in deciphering the content and
context of the document or entity. Therefore, through this de-
tailed understanding, the system’s overall comprehension is im-
proved.

(b) Coherence Between Mapping Entities: Modern entity linking
systems typically function under the belief that a document primarily
focuses on harmonious entities pertaining to one or few subjects. They
exploit this thematic consistency for establishing connections among
entity mentions within a same document. The relationship between
these mapped entities is leveraged during the linking operation. To
calculate the topical coherence between Wikipedia entities under the
assumption that two Wikipedia entities are considered to be seman-
tically related if there are many Wikipedia articles that link to both.
There is a set of measures that enables to calculate the coherence be-
tween mapping entities: Wikipedia Link-based Measure (WLM) [113]
which is modeled from the Normalized Google Distance [114]. Given
two Wikipedia entities u1 and u2, the topical coherence between them
is defined as follows:

Coh_G(u1, u2) = 1− log(max(|U1|, |U2|))− log(|U1 ∩ U2|)
log(|WP |)− log(min(|U1|, |U2|)

(2.2)
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Where U1 and U2 are the sets of Wikipedia articles that link to u1 and
u2 respectively, and WP is the set of all articles in Wikipedia.
Another measure is Point-wise Mutual Information (PMI-like) mea-
sure [115] used to calculate the topical coherence between Wikipedia
entities:

Coh_p(u1, u2) =
|U1 ∩ U2|/|WP |

|U1|/|WP |.|U2|/|WP |
(2.3)

The Jaccard distance measure [116] is also used to calculate the topical
coherence between Wikipedia entities:

Coh_j(u1, u2) =
| U1 ∩ U2 |
| U1 ∪ U2 |

(2.4)

The above three measures are based on the link structure of Wikipedia.

2.3.3 Unlinkable Mention Prediction

We previously covered methods for ranking entities in entity linking. They
choose the top-ranked entity from a candidate set. This entity then serves as the
mapped entity for a mentioned one. However, there is a challenge in practical
applications. Some mentioned entities may lack corresponding entities in our
base of knowledge. This leads to the problem of predicting unlinkable mentions.
The next section offers a comprehensive summary. It covers the main strategies
utilized to tackle this issue.

A number of studies in the field of NED simplify their analyses. They do this
by assuming that all entity mentions can be connected to entities within a KB.
This approach often ignores the challenge of managing mentions that cannot be
linked [10,11,28,33,37,39,107]. However some other studies do account for this.
They employ basic heuristic strategies to negotiate this obstacle. If a mention
cannot be associated with any entities from the candidate set, a problem arises.
This set is produced by the Candidate Entity Generation module. In response
to this problem some strategies will designate the mention as unlinkable. Then
they return a ”NIL” value for it [20, 43, 109].

Apart from the techniques specified earlier, numerous entity linking systems
employ a NIL threshold approach [26,27,31,44,82,84,104,106,117]. This approach
is used in predicting unlinkable entity mentions. In such systems, a score is
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ascribed to the highest-ranked entity. The system measures this score against
a set threshold value. This is usually obtained automatically from the training
data. If the score falls below this threshold, the system anticipates that the
mention is unlinkable. Subsequently, it returns a NIL value. On the other hand,
if the score does not fall below the threshold, the system takes a different action.
It attributes the highest-ranked entity as the correct mapping for the mention.

Various entity linking systems employ supervised machine learning [13,29,35,
82, 98–100]. The aim is to predict unlinkable entity mentions via binary classifi-
cation, where the method involves determining if the top-ranked candidate entity
is the appropriate mapping for a mention. Support Vector Machine (SVM) clas-
sifiers are frequently used in these systems. They integrate unlinkable mention
prediction into entity ranking. This is done by adding a NIL entity. If NIL ranks
highest, the mention is identified as unlinkable, and other researchers integrate
unlinkable mention prediction. The integration is done into a probabilistic model.
This model introduces a NIL entity to the KB [32,36, 38].

2.4 Semantic relatedness
In NED, the word ”semantic relatedness” describes the method of determining

how closely two concepts or entities are related in meaning within a given context.
This idea is crucial to NED, as the objective is to determine the proper entity
among several candidates by evaluating each one’s significance to the surrounding
text.

Semantic relatedness is measured using variety of knowledge-based techniques.
This includes utilizing Wikipedia’s link structure, taxonomic paths in ontologies
like WordNet [118] and connections in structured KBs such as DBpedia [94] are
also used. Co-occurrence analysis is another technique. Additionally Pointwise
Mutual Information (PMI) [115], Wikipedia Link-based Measure (WLM) [113]
and Jaccard disatance measure [116] are used to evaluate the frequency with
which entities occur together in huge corpora. Embedding-based methods mea-
sure the cosine similarity [119] of the embeddings of entities to capture semantic
similarities between them. They use vector space models such as Word2Vec [120],
GloVe [121] or BERT [122]. By guaranteeing that the chosen entity is appropriate
for the given context. These steps taken together improve the accuracy of NED.
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2.5 Entity linking methods
The main entity linking methods harnessed in this field are:

1. Binary Classification Methods: binary classification techniques teach
classifiers if a candidate entity corresponds to the context of a named entity
mention. We treat every candidate-context pair as a binary classification
issue, utilizing factors such as contextual words and entity type informa-
tion to forecast ”match” or ”no match.” Neural networks, support vector
machines, and logistic regression are a few of the methods used. These
techniques enhance the accuracy and consistency of entity disambiguation
by methodically assessing every candidate [20, 21, 23, 25, 26, 98, 100].

2. Learning to Rank (L2R) Methods: Learning to rank methods use
supervised learning approaches. They assign number to candidate entities.
This is based on features extracted from the context of textual mentions.
With the help of labeled training data these methods aim to maximize
entity ranking. This process makes it possible to effectively disambiguate
named entities within the text [13, 22, 25, 27–29,31–33,35, 36, 99].

3. Probabilistic Methods: Probabilistic models use statistical inference to
calculate the probability that a given candidate entity represents the right
interpretation of a textual mention. These models use probabilistic factors.
They assign entities to mentions where they consider elements like entity
popularity context coherence and semantic similarity [28, 37–39].

4. Graph-Based Methods: Graph-based methods harness the structural
relationships between entities and their contexts. These relationships are
represented as nodes and edges in a graph. By modeling the intercon-
nectedness of entities within KB these algorithms can effectively capture
semantic relationships. They can also resolve ambiguities through collective
inference [2, 11, 40, 41, 123–129].

5. VSM Based Methods: The Vector Space Model (VSM) is used by NED
systems to represent entities and their environments as high-dimensional
vectors inside a continuous vector space. These vectors are produced using
methods such as Word2Vec BERT and TF-IDF. To determine which entity
is most relevant, the similarity between candidate entity vectors and the
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context vector is calculated usually using cosine similarity. Accurate entity
disambiguation in text is made possible by efficient capturing of contextual
subtleties and semantic relationships by VSM techniques [10, 83, 84].

6. Information Retrieval Based Methods: Information retrieval (IR) ap-
proaches handle disambiguation as a search problem by referencing database
containing context related to the named entity. Term Frequency-Inverse
Document Frequency (TF-IDF) and Advanced neural retrieval models are
some of the methods. The system uses these methods to retrieve and rank
candidate entities according to their relevance to the query. These tech-
niques effectively determine the most contextually relevant entity. They
utilize IR principles. This improves the precision of entity disambiguation
across a range of texts [44, 45].

2.6 Evaluation criteria
The evaluation of entity linking systems is generally conducted using

specific assessment measures. Such measures include precision, recall, F1-measure
and accuracy [8] and for each measure we can calculate its Micro and Macro score.
The precision of an entity linking system is computed as the fraction of correctly
linked entity mentions that are generated by the system, as given by Equation
2.5.

Precision =
{|correctly linked entity mentions|}

{|linked mentions generated by the system|}
(2.5)

The Micro_precision and Macro_precision can be calculated using these following
formulas. The Micro_precision is the fraction of correctly linked entity mentions
that are generated by the system across all entities and all documents, it is given
by Equation 2.6.

Micro_Precision =

∑N
i=1{|correcly entity mentions|}∑N

i=1{|linked mentions generated by systemi|}
(2.6)

The Macro_precision is the fraction of correctly linked entity mentions that
are generated for each document Di ∈ D, as shown by Equation 2.7.
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Macro_Precision =
1

D

D∑
i=1

{|correctly linked mentionsi|}
{|linked mentions generated by systemi|}

(2.7)

Whereas the Recall is the fraction of correctly linked entity mentions that
should be linked, as given by Equation 2.8.

Recall =
{|correctly linked entity mentions|}

{|entity mentions that should be linked|}
(2.8)

The Micro_recall and Macro_recall can be calculated using these following for-
mulas. The Micro_Recall is the fraction of correctly linked entity mentions that
should be linked across all entities and documents as given by the Equation 2.9

Micro_Recall =

∑N
i=1{|correctly linked entity mentionsi|}∑N

i=1{|entity mentions that should be linkedi|}
(2.9)

The Macro_Recall is the fraction of correctly linked entity mentions that
should be linked for each document Di ∈ D, as shown by Equation 2.10.

Macro_Recall =
1

D

D∑
i=1

{|Correctly Linked Mentionsi|}
{|entity mentions that should be linkedi|}

(2.10)

However, the F1 measure represents the harmonic mean between precision
and recall, as given by Equation 2.11.

F1 =
2.precision.recall

precision+ recall
(2.11)

The Micro_F1 and Macro_F1 can be calculated using these following formulas.
Micro_F1 measure represents the harmonic mean between Micro_precision and
Micro_recall across all entities and all documents, as given by Equation 2.12.

Micro_F1 =
2 ·Micro_Precision ·Micro_Recall

Micro_Precision+Micro_Recall
(2.12)

Macro_F1 measure represents the harmonic mean between Macro_precision
and Macro_recall for each document Di ∈ D, as given by Equation 2.13.
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Macro_F1 =
1

D

D∑
i=1

2 ·Macro_Precisioni ·Macro_Recalli
Macro_Precisioni +Macro_Recalli

(2.13)

Accuracy is used when the linked mentions generated by the system from
the Precision formula equal the entity mentions that should be linked from the
Recall formula; in this case, Precision = Recall= F1 measure = Accuracy.
There are two types of accuracy measures: Micro-averaged accuracy and Macro-
averaged accuracy.

The micro-averaged accuracy corresponds to the percentage of correctly dis-
ambiguated textual mentions across all entities and all documents. It is calculated
as shown by Equation 2.14.

Micro_acc =
correctly disambiguated mentions

total number of mentions
(2.14)

Macro-averaged accuracy is the average percentage of correctly disambiguated
textual mentions for each document Di ∈ D, as shown by Equation 2.15.

Macro_acc =

∑|D|
i

Number of correctly disambiguated mentions in Di

Number of mentions in Di

|D|
(2.15)

2.7 Conclusion
To summarize, the background chapter gives a solid knowledge of Named En-

tity Disambiguation in the context of Natural Language Processing (NLP). This
chapter exposes the knowledge needed to understand the arguments and analyses
that follow in the research by exploring the fundamental concepts and techniques
related to NED. key concepts like knowledge base, entity linking modules, seman-
tic relatedness concept, entity linking techniques and evaluation criteria have all
been clarified throughout this chapter.
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In conclusion, the background chapter provides a thorough overview of the
subject of NED and establishes the framework for additional investigation and
analysis in later chapters. This chapter gives a strong grasp of the theoretical
foundations and enables better interaction with the topic in an informed and
relevant way.



Chapter 3

Related work

3.1 Introduction
Named Entity Disambiguation has been in the spotlight for the past few years.

Perhaps the best known related work is the EL shared task challenge first pro-
posed by the National Institute of Standards and Technology (NIST) as part of
the Knowledge Base Population (KBP) track within the Text Analysis Conference
(TAC) in 2009. [81]

Various methods have been put forth in the quickly developing field of NED to
tackle the difficulties of precisely disambiguating and connecting named entities
in text to the relevant entries in a KB. In addition to examining the numerous
approaches and techniques that have been created over time, this chapter offers
a thorough survey of the body of current literature. To illustrate the advantages
and disadvantages of each strategy, we will look at how conventional rule-based
systems give way to sophisticated machine learning and deep learning models.

The first section of the chapter covers early NED techniques, which mostly
depended on manually created rules and heuristics. Although these pioneering
methods paved the way for later breakthroughs, they were frequently constrained
by their incapacity to grow and adjust to a variety of datasets. After that, we
explore the emergence of machine learning techniques, which by utilizing statis-
tical models and feature engineering, brought greater flexibility and enhanced
performance.

As the field developed, deep learning emerged and completely changed NED
by allowing models to learn intricate patterns and representations from data
directly. We evaluate the influence of recent dominance of transformer-based

27
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models, which have set new standards in entity linking tasks, and neural networks,
in particular, convolutional and recurrent architectures.

We also investigate graph-based methods that leverage the networked struc-
ture of KBs to improve the accuracy of disambiguation. These techniques address
the disambiguation of each entity in a document as an interdependent problem,
frequently utilizing collective disambiguation procedures.

Furthermore, this chapter outlines the primary issues that still need to be
resolved in the field, including how to handle ambiguous mentions, properly in-
tegrate context, and handle texts that are multilingual and domain-specific. Our
goal is to contextualize our research contributions and draw attention to the gaps
that our proposed strategy aims to fill by offering a critical review of the relevant
work.

In summary, this chapter provides an overview of the present status of NED
research and lays the groundwork for the in-depth examination of our approach
and conclusions found in the following chapters.

3.2 State of the art of Entity linking
In the literature, there are two principal classifications for NED approaches:

Single Named Entity Disambiguation (SNED) and Collective Named Entity Dis-
ambiguation (CNED). The SNED approaches regard the mentions in a text as
separate and do not leverage their correlations to predict the disambiguation
entity. They rely mainly on the context-independent features to build their sys-
tems [22,46,103]. The second category, which is the CNED approaches, consider
that mentions in the same document are associated with one or many topics.
Therefore, the disambiguation of the mentions is interdependent. To harness this
interdependence, CNED approaches leverage the topical coherence between the
mapping entities [40, 127, 130].

3.2.1 Single named entity disambiguation approaches

There are multiple works developed using SNED. Bunescu and Pasca [27] ap-
plied a cosine similarity between the context of the mention and the Wikipedia
categories of an entity candidate to solve the disambiguation problem. This sim-
ilarity was improved by Cucerzan [10] where he added more similarity features
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to calculate the topical coherence between a candidate entity and other enti-
ties in the context. Moreover, Milne and Witten [12] proposed the Normalized
Google Distance measure for mapping the context entities to the unambiguous
entities. They introduced the notion of semantic relatedness between a mention’s
candidate entities and mentions of the text.

Besides, several works demonstrated that learning to rank algorithms as well
as deep learning techniques are very effective in handling the EL problem. Zheng
et al. [46] proposed a learning to rank algorithm for entity linking. Their al-
gorithm utilizes relationships information among the candidates in the ranking
task. Gottipati and Jiang [44] Used the information retrieval with query ex-
pansion technique to present an entity linking approach based on a statistical
language model where they used both local contexts and global world knowledge
to expand query language models.

Furthermore, Mendes et al. [131] participated in the English entity-linking
task at TAC KBP 2011 which is an international entity linking competition held
every year since 2009. Their DBpedia Spotlight system is not specialize on named
entities of certain types, it aims to annotate any of the approximately 3.5M enti-
ties and other concepts in DBpedia, a KB extracted from Wikipedia. The unlink-
able mentions were mapped to NIL. Besides, Han and Sun [38] introduced their
model called entity-mention model based on a generative probabilistic method
where they harness a set of KB features for a given entity such as: popularity,
names and context.

Furthermore, Alhelbawy and Gaizauskas [132] parsed the KB for an entry
that present a certain information for a given mention in the text appearing in
a certain context. A document similarity function (NEBSim) was formulated
in order to calculate the similarity between two documents given a specific NE
mention in one of them based on the NE co-occurrence. They also used NEBsim
with a cosine similarity measure to learn a model for ranking, a Naive Bayes and
SVM classifiers were used to re-rank the extracted documents.

Nebhi [133] presented a process for NED integrated in a rule-based OBIE sys-
tem for French where they used syntactic features and popularity score features
extracted from the Freebase KB to build their SVM approach. The evaluation
results show that they can improve efficiency considerably. Pink et al. [134] used
a simple clustering approaches with a supervised whole-document approach to
create their system. The system extends their TAC 2012 system [135] where they
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introduced new features for modelling local entity description and type-specific
matching as well type-specific supervised models and supervised NIL classifica-
tion. Moreover, Barrena et al. [136] used a prominent hypotheses in Word Sense
Disambiguation (WSD) where they investigate whether these hypotheses hold for
entities disambiguation, the idea is to verify if several mentions in a the document
tend to refer to the same entity or not. The obtained results from the experiments
conducted on different collection and three state-of-the-art NED systems (Spot-
light [137], Lexical Knowledge Base (LKB) [138] and Han and Sun system [139])
showed that the NED can take advantage of these hypotheses.

Later after, Chisholm and Hachey [140] replaced Wikipedia with web links,
they get entity prior, name, context, and coherence from corpus of web pages that
links to Wikipedia. They showed that using 34 million web links approximates
Wikipedia performance. Sun et al. [141], in order to encode mentions, contexts,
and entities into continuous vector spaces, they suggested to use neural networks.
Convolutional neural networks are designed to handle contexts with varying sizes
and embed context word placements according to their distance from the men-
tion. A neural tensor network is then used to describe the semantic relationships
between the mention and the context.

Furthermore, Lazic et al. [142] presented Plato, a probabilistic model for entity
resolution which take in consideration noisy or uninformative features where the
training and inference can be distributed on several servers.

Yamada et al; [58] suggested an embedding approach that is tailored to NED.
Words and entities are both mapped into the same continuous vector space by
the suggested technique. They used two models to expand the skip-gram model.
The KB graph model uses the KB’s link structure to understand how things are
connected, whereas the anchor context model uses KB anchors and their context
words to align vectors such that comparable words and entities appear adjacent
to one another in the vector space.

Besides, Francis-Landau et al. [143] opted for a convolutional neural networks
to capture semantic correlation between a mention’s context and a candidate
entity. These networks were combined to a sparse linear model.

Li et al. [144] proposed a NED system to address the problem of Linkless
Knowledge Bases where the cross-document hyperlinks are rarely accessible in
many closed domain knowledge bases and it is very expensive to manually add
such links unlike the former researchers where they used the context similarity
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and the semantic relatedness to solve this problem.
Zhang et al. [145] developed XLink, an online bilingual entity linking system

based on Wikipeida and Baidu Baike16. XLink conducts two steps to link the
mentions in the text to their corresponding entities in KB: a mention parsing
step without using any NER tool and entity disambiguation step. An unsuper-
vised generative probabilistic method was used to model the contextual feature,
coherence feature and prior feature jointly.

Additionally, Eshel et al. [146] payed more attention for noisy text such as web-
page fragments, social media, or search queries where they are often short, noisy,
and less coherent. They proposed a model which used a neural approach that
leverages a big amount of training data in Wikilinks NED to learn representations
for entity and context.

Ganea and Hofmann [47] combined the benefits of deep learning with more
traditional approaches such as graphical models and probabilistic mention entity
maps for disambiguation. Furthermore, Sil et al. [48] proposed a neural model
that trains fine-grained similarities and dissimilarities between the query and
candidate document for entity linking which can be used in zero-short learning
for other languages.

Inan and Dikenelli [147] proposed an algorithm that links the unambiguous
mentions first then handles the rest of the ambiguous mentions in a specific
domain, where they provided a sequence learning model like a translation task in
which a sequence of mentions will be translated into a sequence of referent entities
in the domain-specific KB. The framework GERBIL (General Entity Annotation
Benchmark Framework) was used to evaluate their system against several entity
Linking approaches available in GERBIL [148]. Likewise, Mueller and Durrett
[149] noted that neural models relying on attention do not always choose the
correct context evidences in short texts even though there is an overlap between
these evidences and the correct entity title, thus they augmented their model with
sparse features specifically targeting this kind of lexical overlap. Radhakrishnan
et al. [150] proposed ELDEN a system that densifies Knowledge Graphs with
statistical co-occurrence from a large text corpus, this densified KG is later used
to train entity embeddings.

Moreover, Shahbazi et al. [151] proposed to start from an initial solution from
a local model then expand this solution using Limited Discrepancy Search (LDS)

16http://baike.baidu.com/
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seeking for possible corrections and improvement.
Kundu et al. [152] proposed an entity-centric neural cross-lingual co-reference

model that builds on multi-lingual embeddings and language-independent fea-
tures for English where they build monolingual embeddings for English, Chinese
and Spanish using the widely used CBOW word2vec model [153] without using
any annotated data from Chinese or Spanish.

Furthermore, Shahbazi et al. [154] learned an entity aware extension of Em-
bedding for Language Model (ELMo). Each mention is first defined as a function
of the entire paragraph then they predict the referent entities. They introduced
an approach for learning contextual entity representations by learning an entity-
aware extension of ELMo, the context-rich entity representations shown to be
more suitable for the single disambiguation using only local contexts.
Yao et al. [49] proposed an efficient position embeddings initialization method
that initializes larger position embeddings to train a model for the zero-shot en-
tity linking task.

In addition, Chen et al. [50] improved the local model of Ganea and Hofmann
[47] by integrating a pre-trained model based on an entity similarity feature to
better capture entity type information. Moreover, Mulang et al. [51] contended
that the Wikidata graph context provides sufficient signals to guide pre-trained
transformer models and enhance their performance for NED on Wikidata.

To achieve end-to-end entity linking over KBs, Ravi et al. [52] suggested
CHOLAN, a modular strategy. To complete the EL task, CHOLAN comprised a
pipeline with two transformer-based models that are sequentially combined. In a
given text, the first transformer model locates surface forms (entity mentions). A
second transformer model is used for each mention to categorize the target entity
from a list of predetermined candidates. The latter transformer is supplied with
an enriched local context, which comprises a summation of these three following
embeddings: Token embedding, segment embedding, and position embedding.
Furthermore, De Cao et al. [53] suggested GENRE, a system that retrieves entities
by creating their distinct names token-by-token in an autoregressive manner and
conditioned on the context using a transformer-based architecture that has been
pre-trained with a language modeling purpose and fine-tuned to produce entity
names. Moreover, De Cao et al. [54] proposed a very effective method that utilizes
a shallow and effective decoder and parallelizes autoregressive linking across all
possible mentions. Barba et al. [55] presented two transformer-based designs that
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perform EXTEND, a local formulation for ED, in which they frame this task as
a text extraction problem.

Furthermore, Atzeni et al. [56] introduced DUCK, a system designed to cat-
egorize entities in a knowledge graph based on their relationships, which means
the type of entity based on the relations that it has with other entities in a knowl-
edge graph. Relations in a knowledge graph are used to determine entity types.
DUCK converts box embeddings into spherical polar coordinates, representing
relations as boxes on a hypersphere. The model optimizes entity clustering by
placing them inside boxes corresponding to their relations.

All of the cited works in the SNED approaches section are compiled in Table
3.1, which also lists the methods used in each work and arranges them chrono-
logically based on publication year.
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Table 3.1 Overview of SNED’s Works .
Approach Authors/Reference Paper’s Title Method Year

SNED

Bunescu and
Pasca. [27]

Using encyclopedic knowledge for named en-
tity disambiguation.

Supervised 2006

Cucerzan. [10] Large-scale named entity disambiguation
based on wikipedia data.

Unsupervised 2007

Milne and Witten.
[12]

Learning to link with wikipedia. Supervised. 2008

Zheng et al. [46] Learning to link entities with knowledge
base.

Supervised 2010

Gottipati and
Jiang [44]

Linking entities to a knowledge base with
query expansion.

Unsupervised 2011

Mendes et al [131] Evaluating dbpedia spotlight for the tac-kbp
entity linking task.

Unsupervised 2011

Han and Sun [38] A generative entity-mention model for link-
ing entities with knowledge base.

Supervised 2011

Alhelbawy and
Gaizauskas [132]

Named entity based document similarity
with svm-based re-ranking for entity linking

Supervised 2012

Nebhi [133] Named entity disambiguation using freebase
and syntactic parsing

Supervised 2013

Pink et al [134] Sydney cmcrc at tac 2013 Supervised 2013
Barrena et al [136] ”One entity per discourse” and “one entity

per collocation” improve named-entity dis-
ambiguation

Unsupervised 2014

Chisholm and
Hachey [140]

Entity disambiguation with web links. Supervised 2015

Sun et al [141] Modeling men- tion, context and entity with
neural networks for entity disambiguation.

Supervised 2015

Lazic et al [142] Modeling mention, context and entity with
neural networks for entity disambiguation.

Supervised 2015

Yamada et al [58] Joint learning of the embedding of words and
entities for named entity disambiguation.

Supervised 2016

Francis-Landau et
al [143]

Capturing semantic similarity for entity link-
ing with convolutional neural networks.

Supervised 2016

Li et al [144] Entity disambiguation with linkless knowl-
edge bases.

Supervised 2016

Zhang et al [145] Xlink: An unsupervised bilingual entity link-
ing system.

Unsupervised 2017

Eshel et al [146] Named entity disambiguation for noisy text Supervised 2017
Ganea and Hof-
mann. [47]

Deep joint entity disambiguation with local
neural attention.

Supervised 2017

Sil et al. [48] Neural cross-lingual entity linking. Supervised 2018
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Approach Authors/Reference Paper’s Title Method Year

SNED

Inan and Dikenelli
[147]

sequence learning method for domain-
specific entity linking.

Supervised 2018

Mueller and Dur-
rett [149]

Effective use of context in noisy entity linking Supervised 2018

Shahbazi et
al [151]

Joint neural entity disambiguation with out-
put space search,

Supervised 2018

Kundu et al [152] Neural cross-lingual coreference resolution
and its application to entity linking

Supervised 2018

Shahbazi et
al [154]

Entity-aware elmo: Learning contextual en-
tity representation for entity disambiguation

Supervised 2019

Yao et al. [49] Zero-shot entity linking with efficient long
range sequence modeling.

Supervised 2020

Chen et al. [50] Improving entity linking by modeling latent
entity type information.

Supervised 2020

Mulang et al. [51] Evaluating the impact of knowledge graph
context on entity disambiguation models.

Supervised 2020

Ravi et al. [52] A modular approach for neural entity linking
on wikipedia and wikidata.

Supervised 2021

De Cao et al. [53] Autoregressive entity retrieval. Supervised 2021
De Cao et al. [54] Highly parallel autoregressive entity linking

with discriminative correction.
Supervised 2021

Barba et al. [55] Extend: extractive entity disambiguation. Supervised 2022
Atzeni et al. [56] Polar ducks and where to find them: Enhanc-

ing entity linking with duck typing and polar
box embeddings.

Supervised 2023

3.2.2 Collective named entity disambiguation approaches

In the collective named entity disambiguation approaches, Kulkarni et al. [28]
presented a collective approach for entity linking that models the coherence as
a probabilistic factor graph for each pair of entity candidates and the different
mentions in the text. Besides, Ferragina and Scaiella [106] Introduced Tagme,
a system that handles the disambiguation of the mentions appearing in short
and poorly composed texts like: snippets of search engine results, tweets and
news.Tagme finds the collective agreement among the candidate entities using
scoring functions where they consider the sparseness of the anchors in the short
text using Milne and Witten work [12] combining the relatedness function among
concepts.

Additionally, Shirakawa et al. [155] used a probabilistic taxonomy then apply
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a naive Bayes probabilistic model to disambiguate a mention by identifying its
related mentions in the same document.

Ratinov et al. [13] analyzed approaches that utilize Wikipedia link structure
information to arrive at coherent sets of disambiguation entities from the input
text and compare them to single entity disambiguation approaches.

Besides, Han et sun [107] introduced a probabilistic entity-topic model using
the context compatibility, the topic coherence and the correlation between them.
They develop a Gibbs sampling algorithm to tackle the two inference tasks of their
model by identifying the global knowledge from data and then make collective
entity disambiguation decisions.

Similarly, Shen et al. [31] proposed a framework called LINDEN that aims
to link named entities in the text with a KB unifying Wikipedia and WordNet.
Sen [57] proposed a latent topic model to learn the context entity association and
showed that this improved the disambiguation accuracy. Guo et al. [88] handled
Tweet linking where the messages on micro-blogs are short, noisy, informal with
restrict context and a lot of text ambiguous meanings. They optimized mention
detection and entity disambiguation as a single task using a structural SVM.

Ganea et al. [156] used an effective graphical model to perform collective entity
disambiguation where they proposed an unsupervised probabilistic approach Bag-
Of-Hyperlinks model (PBoH). The mentions in the text are disambiguated jointly
across an entire document by combining a document-level prior of entity co-
occurrences with local information captured from mentions and their surrounding
context.

Yamada et al. [58] modelled textual and global contexts using a continuous
vector space to collectively link words and entities. Ganea and Hofmann [47]
provided a deep learning model for joint document-level entity disambiguation,
which uses learned neural representations, and they showed a highly intriguing
neural model for simultaneously learning entity embedding together with men-
tions and contexts. Entity embeddings, a neural attention mechanism for local
context windows, and a differentiable joint inference step for disambiguation are
its important components.

Shahbazi et al. [151] provided a model for entity disambiguation that uses
Limited Discrepancy Search to integrate local contextual information with global
evidence (LDS). They started with a full solution generated by a local model
and search the space of feasible adjustments to enhance the local solution from a
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global point of view, given an input document.
Furthermore, Yang et al. [59] presented an efficient algorithm for approxi-

mate bidirectional inference and used a gradient-tree-boosting-based structured
learning model for jointly disambiguating named entities in a document. Fang et
al. [60] proposed a deep reinforcement learning model to solve the ED problem.
They considered both local context and global coherence to disambiguate men-
tions using the prior designated entity information and made decisions from a
global point of view. Besides, Yang et al. [61] introduced a dynamic context aug-
mentation process to integrate the global signal for EL which requires only one
pass across all mentions, where they collected information from formerly linked
entities to improve further decisions. Moreover, Yamada et al. [62] improved
Fang et al. [60] and Yang et al. [61] works by introducing a new model based on
contextualized embeddings of words and entities for ED.

Xue et al. [127] presented a unique end-to-end neural network with recurrent
random walk layers that incorporates external knowledge to reflect the semantic
dependency between distinct EL decisions.

Moreover, El Vaigh et al. [157] designed a Resource Description Framework
RDF-based entity relatedness measure for global scores that has the following
important properties: it has a clear semantics, it can be computed at a reasonable
computational cost, and it accounts for the transitive aspects of entity relatedness
by using existing property paths between entities in an RDF KB.

Ayoola et al. [63] offered an ED model that links entities by reasoning over a
symbolic KB in a completely differentiable manner, enabling the usage of all KB
facts as well as descriptions and types. Furthermore, on the basis of BERT (Bidi-
rectional Encoder Representations from Transformers) Devlin et al. [64], Yamada
et al. [65] suggested a global ED model. Their approach treats both words and
entities as input tokens in order to capture global contextual information for ED.
Moreover, Ji et al. [66] Proposed BI-INTEL, a model for entity linking, utilizing
local compatibility for candidate entity representation through bidirectional in-
teraction and a global interdependence component employing random walk layers
to capture dependencies among entity linking choices.

All of the cited works in the CNED approaches section are compiled in Table
3.2, which also lists the methods used in each work and arranges them chrono-
logically based on publication year.
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Table 3.2 Overview of CNED’s Works .
Approach Authors/Reference Paper’s Title Method Year

CNED

Kulkarni et al. [28] Collective annotation of wikipedia entities in
web text.

Supervised 2009

Ferragina and
Scaiella [106]

Tagme: on-the-fly annotation of short text
fragments (by wikipedia entities).

Supervised 2010

Shirakawa et al
[155]

Entity disambiguation based on a probabilis-
tic taxonomy

Supervised 2011

Ratinov et al. [13] Local and global algorithms for disambigua-
tion to wikipedia.

Supervised 2011

Han et sun [107] An entity-topic model for entity linking Supervised 2012
Shen et al. [31] Linden: linking named entities with knowl-

edge base via semantic knowledge.
Supervised 2012

Sen [57] Collective context-aware topic models for en-
tity disambiguation.

Supervised 2012

Guo et al [88] To link or not to link? a study on end-to-end
tweet entity linking.

Supervised 2013

Ganea et al [156] Probabilistic bag-of- hyperlinks model for en-
tity linking.

Unsupervised 2016

Yamada et al. [58] Joint learning of the embedding of words and
entities for named entity disambiguation.

Supervised 2016

Ganea and Hof-
mann [47]

Deep joint entity disambiguation with local
neural attention.

Supervised 2017

Shahbazi et
al [151]

Joint neural entity disambiguation with out-
put space search.

Supervised 2018

Yang et al. [59] Collective entity disambiguation with struc-
tured gradient tree boosting.

Supervised 2018

Fang et al. [60] Joint entity linking with deep reinforcement
learning.

Supervised 2019

Yang et al. [61] Learning dynamic context augmentation for
global entity linking.

Supervised 2019

Yamada et al. [62] Global entity disambiguation with pre-
trained contextualized embeddings of words
and entities.

Supervised 2019

Xue et al [127] Neural collective entity linking based on re-
current random walk network learning.

Supervised 2019

El Vaigh et al
[157]

Novel path-based entity relatedness measure
for efficient collective entity linking.

Supervised 2020

Ayoola et al. [63] Improving entity disambiguation by reason-
ing over a knowledge base.

Supervised 2022

Yamada et al. [65] Global entity disambiguation with bert. Supervised 2022
Ji et al. [66] A multi-angle bidirectional interaction model

for entity linking.
Supervised 2023
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On the other hand, graph-based methods were shown to be very effective
and are largely used in collective disambiguation approaches. It is worth to
mention that the graph-based methods can be used as supervised or unsupervised
approaches, also they can be used in single disambiguation as well as in collective
disambiguation.

In the remaining of this section, we will highlight works that employ the same
CNED approach and graph-based method as our study.

Han et al. [11] proposed a collective EL model based on graph that exploits
the global interdependence between different EL decisions; they introduced a
referent graph used in conjunction with an inference algorithm. In the meantime,
Hoffart et al. [40] presented a framework that combines three measures: (i) the
prior probability of the mentioned entity; (ii) the similarity between the contexts
of a mention and a candidate entity and (iii) the coherence among candidate
entities for all mentions together, where they calculate a dense sub-graph to
approximate the best joint mention-entity mapping. Furthermore, Alhelbawy
and Gaizauskas [2] presented two collective disambiguation approaches using a
graph representation, where the nodes of the graph represent candidate entities
and the edges represent the coherence between them. Their first approach uses
Page Rank (PR) for the disambiguation, while a clique partitioning technique was
used in the second approach to detect the most weighted clique and use its nodes
as disambiguation entities. A confidence score is assigned to the nodes in order
to be applied in the clique weighting by leveraging three similarity measures and
entity popularity. A unified semantic representation for entities and documents
was introduced by Guo and Barbosa [158] using the stationary distribution across
a random walk with restart on an entity graph. Furthermore, Pershina et al.
[159] combined local and global evidence for collective disambiguation where they
introduce a graph-based approach that leverage Personalized PageRank (PPR)
algorithm. Their algorithm use random walk and does not require supervision.

Huang et al. [160] Measured entity semantic relatedness for topical coherence
by introducing a Deep Semantic Relatedness Model (DSRM) based on deep neural
networks (DNN) and semantic knowledge graphs (KGs).

Moreover, Wang et al. [124] avoided excessive linguistic analysis on the source
documents and fully leverages the KB structure where they proposed an unsu-
pervised algorithm named Quantified Collective Validation. Additionally, they
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deploy their system in a new language (Chinese) and two new domains (Biomed-
ical and Earth Science).

Zwicklbauer et al. [161] presented a collective graph-based disambiguation al-
gorithm using semantic entity and document embeddings for robust entity disam-
biguation (DoSeR). A k-partite relatedness graph is created between all candidate
entities. Semantic embeddings, i.e. real-valued n-dimensional vectors capturing
the semantics of entities are used to determine the relatedness between candidate
entities where they used GERBIL [148] to evaluate their system.

Besides, Ganea et al. [156] leveraged co-occurrence statistics in a fully prob-
abilistic form, where they used a graph-based model that addresses collective
entity disambiguation. Gong et al. [162] proposed a graph-based linking algo-
rithm that incorporates the combination of semantic relations and co-reference
relations to link at the same time a set of coherent mentions. Chong et al. [123]
handled tweets that are close in space and time. They present a graph based
model that applies geocoded tweets where they connect tweets close in space and
time to form a tweet graph and define a novel objective function over the graph.
They also introduce a comparison-based evaluation approach which addresses:
noisy mention extraction, incomplete KB and annotation effort.

Furthermore, A bidirectional Long Short-Term Memory (BiLSTM) and dy-
namic convolutional neural network (DCNN) were used by Lu et al. [163] to model
the mention and the entity candidate respectively. They introduce a graph-based
model which represents the semantic relatedness between mentions and their cor-
responding candidate entities.

Moreover, Guo and Barbosa [164] introduced a new semantic measure based
on information theory, balancing lexical and semantic similarity. By calculating
mutual information between random walks on the disambiguation graph, their
method calculated semantic similarity. They suggested a learning-to-rank ex-
tension and an iterative approach. Zeng et al. [165] proposed a graph-based
algorithm Gloel to harness co-occurrences in entity lists for mining both explicit
and implicit entity relations. They integrated The relations into an entity graph
where they incorporate personalized PageRank to calculate entity coherence by
combining local mention-entity similarity and global entity coherence.

Cao et al. [125] proposed NCEL a neural model for collective entity linking.
NCEL uses Graph Convolutional Network to combine both local contextual fea-
tures and global coherence information. They approximated graph convolution
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on a subgraph of neighboring entity mentions rather than the complete text to
enhance computing efficiency.

Besides, the suggested approach by Le and Titov [126] made use of naturally
occurring data in two stages, including Wikipedia and unlabeled documents. For
every mention, it first generates a high recall list of potential entities. Next,
by treating entities as latent variables, it trains a document-level entity linking
model under poor supervision. Using unlabeled texts for estimation, the model
chooses entities based on the coherence of each mention in the local context and
on how well they fit in with other entities.

Xue et al. [127] proposed a neural network with recurrent random-walk lay-
ers for collective EL based on graphs. They incorporated the external KB to
collectively infer the referent entities of all mentions of the same document by
exploiting local context features. Hu et al. [128] also introduced a graph-neural
entity disambiguation model where a heterogeneous entity-word graph is created
for each document to model the global semantic relationships among candidate
entities in the same document. Furthermore, Xin et al. [129] suggested a Locally-
Global (LoG) model for ED, which localizes global properties from a small set of
nearby mentions. They used their proposed tree connection method CoSimTC
to calculate the cross-tree distance between mentions, and they extract mention
neighbors according to the syntactic distance on a dependency parse tree. They
also suggested the Sent2Word keyword extraction technique to find the keywords
in each document. To build a discriminative representation for each candidate
item, they also expand their Graph Attention Network (GAT) [166] to incorpo-
rate local and global information.

The graph-based studies are emphasized in Table 3.3, which is organized by
publication year and precise the method applied in each work.



CHAPTER 3. RELATED WORK 42

Table 3.3 Overview of graph-based works using CNED approach.
Approach Authors/Reference Paper’s Title Year Method

CNED

Han et al. [11] Collective entity linking in web text: a
graph-based method.

2011 Unsupervised

Hoffart et al. [40] Robust disambiguation of named entities in
text.

2011 Supervised

Alhelbawy and
Gaizauskas. [2]

Collective named entity disambiguation us-
ing graph ranking and clique partitioning ap-
proaches.

2014 Unsupervised

Guo and Barbosa.
[158]

Robust entity linking via random walks. 2014 Unsupervised

Pershina et
al [159]

Personalized page rank for named entity dis-
ambiguation.

2015 Unsupervised

Huang et al [160] everaging deep neural networks and knowl-
edge graphs for entity disambiguation.

2015 Supervised

Wang et al [124] Language and domain independent entity
linking with quantified collective validation.

2015 Unsupervised

Zwicklbauer et al
[161]

Robust and collective entity disambiguation
through semantic embeddings.

2016 Supervised

Ganea et al. [156] Probabilistic bag-of-hyperlinks model for en-
tity linking.

2016 Supervised

Chong et al [123] Collective entity linking in tweets over space
and time.

2017 Unsupervised

Gong et al. [162] Collective entity linking on relational graph
model with mentions.

2017 Supervised

Lu et al [163] Boosting collective entity linking via type-
guided semantic embedding.

2017 Supervised

Guo and Barbosa.
[164]

Robust named entity disambiguation with
random walks.

2018 Supervised

Zeng et al [165] Collective list-only entity linking: A graph-
based approach.

2018 Supervised

Cao et al [125] Neural collective entity linking. 2018 Supervised
Le and Titov [126] Boosting entity linking performance by lever-

aging unlabeled documents.
2019 Supervised

Xue et al. [127] Neural collective entity linking based on re-
current random walk network learning.

2019 Supervised

Hu et al. [128] Graph neural entity disambiguation. 2020 Supervised
Xin et al. [129] Log: a locally-global model for entity disam-

biguation.
2021 Supervised

To tackle the above-described issues, we exploit in this work the cliques de-
rived from a graph representation of the candidate entities referring to the men-
tions of the same document to disambiguate them collectively and iteratively.
Our model leverages the semantic relatedness between the mapping entities rather
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than the context-independent features to enhance accuracy.

3.3 Position of the current work
Our work focuses on the idea that several named entities (NEs or mentions)

in a document might work together to disambiguate each other. This method
takes into account the possibility that some textual mentions in a document
could be confusing on their own. To jointly address the ambiguities of all NE
textual mentions in a document, a collective disambiguation method is therefore
required. Utilizing collective disambiguation technique, our work makes use of
an unsupervised graph-based method that have proven effective in solving the
Named Entity Disambiguation problem.

Our goal is to increase the accuracy and coherence of entity disambiguation
which means guarantying that the linked entities are related and compatible
with one another in the text’s larger context, in addition to being accurate on
their own. For instance, in a sentence on technology, connecting ”Apple” to
the business and ”Jobs” to Steve Jobs enhances coherence, whereas connecting
”Apple” to the fruit would weaken it. This increase can be achieved through
collective techniques since the connectivity of entities in the graph facilitates
more reliable and context-aware ambiguity resolution.

3.4 Conclusion
The relevant works in the field of entity linking were examined in this chapter,

with an emphasis on notable developments and ongoing challenges.
In summary, the examination of related works in the entity linking field shows

the obstacles that researchers continue to encounter as well as the progress that
has been made. Notable advancements have resulted from the transition from
early rule-based and machine learning techniques to modern deep learning and
transformer-based models. In particular, these developments have improved en-
tity linking systems’ precision and effectiveness. It has proven possible to obtain
more successful entity disambiguation and contextual understanding across a va-
riety of intricate datasets. Nonetheless, the field is still struggling with a number
of important problems. Two significant obstacles still remain: the ambiguity of
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natural language by nature and the requirement for large, high-quality KBs. Fur-
thermore, there are many difficulties in processing texts in specific domains and
multiple languages. Combining entity linking with more general tasks related
to natural language processing, like information extraction and semantic search,
presents further areas for development.



Chapter 4

Research methodology

4.1 Introduction
This Chapter provides a detailed account of our research process. It describes

the techniques utilized in conducting and developing this research. Furthermore,
it provides a rational and justifications for the methods selected and adopted in
various aspects and phases of the research.

Denzin and Lincoln [167] state that the choice of a research methodology or
strategy depends on the specific research question and the topic under investiga-
tion. Consequently, the research design employed in the study should be regarded
as a means to address the research questions.

A quantitative research approach was chosen as the methodology of our work.
This kind of approaches focuses on collecting and analyzing numerical data.

A very succinct definition of quantitative research, provided by Creswell [168],
is a sort of research that gathers numerical data and uses mathematically based
methodologies (namely, statistics) to evaluate and interpret the data in order to
explain phenomena. The principles of quantitative research are:

• Objectivity: Reducing bias and subjective interpretations is a top priority
in quantitative research. In order to ensure objectivity in data gathering
and analysis, researchers create experiments and procedures that others can
reproduce to reach similar results.

• Measurement: Measurable data is the center of everything. The ability to
quantify variables and convert them into terms that can be measured makes
it possible to gather numerical data appropriate for statistical analysis.

45
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• Statistical Analysis: For quantitative research, statistical techniques are
essential. To investigate correlations between variables, test hypotheses,
and reach data-driven conclusions, researchers use a variety of method-
ologies, including regression analysis, correlation analysis, and hypothesis
testing.

• Testing Hypotheses: A hypothesis, or precise prediction regarding the
relationship between variables, is frequently the starting point of quantita-
tive research. The gathered data is then analyzed using statistical tests to
see whether the hypothesis is supported or refuted.

• Generalizability: Extrapolating findings beyond the particular sample
under study is the aim. To ensure that findings may be generalized, re-
searchers take into account how well their sample represents a larger pop-
ulation and employ suitable sampling strategies.

• Replication: The capacity to repeat results is a significant strength. To
increase the research’s credibility, it would be ideal for additional researchers
to use the same methodology and examine comparable data in order to
validate the links or effects that have been noted.

• Control: In some situations, especially experiments, scientists try to keep
an eye on unrelated factors that could affect the result. In doing so, the
precise impact of the independent variable on the dependent variable is
more easily isolated.

Quantitative research is based on the collecting of numerical data, where num-
bers serve as the fundamental unit. These can include surveys, experiments, mea-
sured or tallied observations, or pre-existing databases which contains numerical
information. In our work, the data was collected using pre-existed datasets.

The reminder of this chapter provides descriptions of different stages of the
research as shown in figure 4.1. Such stages encompass: Identification of needs,
problem definition, data collection and preparation, design of the proposed system
and finally system implementation and evaluation. This careful depiction ensures
a comprehensive understanding.
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Figure 4.1: Research methodology adopted

4.2 Identification of needs
The process of creating a new NED system requires a thorough comprehension

of both the existing constraints and areas for development. Current systems might
be limited to performing effectively within their domains, have trouble with big
and diverse datasets, or struggle with particular entity kinds. Furthermore, the
processes by which certain systems come at disambiguation conclusions may not
be transparent.

In order to solve some of these issues, this study suggests a revolutionary NED
system with higher accuracy is its ultimate goal. With careful consideration of
the unique requirements of the planned application, the properties of the data
it will analyze, and any practical limitations, this new method could provide a
great deal of improvement over current NED systems.
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4.3 Problem definition
In natural language processing (NLP), named entity disambiguation is a cru-

cial problem. Its goal is to establish a connection between textual references to
real-world entities (such as individuals, groups, and places) and their relevant en-
tries in a KB. High precision and robustness are hindered by issues with current
NED systems, despite notable developments.

One of the main issues is that unclear entities have limited precision. Large
datasets provide scalability challenges. A common requirement of domain speci-
ficity is retraining for new domains. Furthermore, the process of disambiguation
lacks explainability which means the capacity to comprehend and interpret the
system’s methods and reasoning for resolving ambiguities between entities. It of-
fers insights into the decision-making process, ensuring transparency, trust, and
simpler debugging. Developing more accurate NED systems is the goal of this
research in an effort to address this problem which means the ability to correctly
identify and link ambiguous entities to their intended references. Accurate entity
disambiguation is necessary for the advancement of NLP.

In order to increase disambiguation accuracy, our research suggests an inno-
vative and unsupervised approach to tackle the disambiguation problem.

4.4 Data collection and preparation
In this study we use the Kensho-derived Wikimedia Dataset (KDWD) [1] as

a KB, where we leverage it in the development of our system and the creation of
the samples (benchmarks) used as an initial test and evaluation of our system.

There are many strong reasons of using the KDWD KB in our NED system.
An extensive and current source of structured data is offered by the KDWD.
This dataset covers a wide variety of subjects. Ensuring a comprehensive and
up-to-date coverage is crucial for precise entity disambiguation. It also helps
with clarification.

The reliability is increased by its community-validated data and open-access
design. Additionally, the information’s reliability is strengthened. The interre-
lated facts and extensive metadata of the dataset make it easier to create intricate
knowledge graphs. This enhances the entities’ semantic comprehension. Also im-
proved the contextual relevance of the entities.
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Moreover, the fact that Wikimedia projects are inherently multilingual guar-
antees our NED system is capable of handling multiple languages. This capability
may prove useful in the future where we might need to accommodate additional
languages.

The KDWD provides improved data quality and is enhanced by Kensho Tech-
nologies’ experience. One further enhanced feature is structure. For strong per-
formance, these qualities are essential.

The KDWD is a structured, multi-layered rendition of the Wikidata knowl-
edge graph. It has three connected layers of data. The base layer is Wikipedia text
which is a plain text English Wikipedia corpus. The middle layer is Wikipedia
links which annotates the corpus by including which text spans are links. The top
layer, Wikidata graph connects the link text spans to items in Wikidata. Figure
4.2 shows these three layers. In total, KDWD contains over 5 million pages, 51
million entities, and over 140 million relations (see Table 4.1) .

Figure 4.2: Snapshot of KDWD Knowledge Base. [1]

Table 4.1 KDWD Knowledge Base. [1]
Pages Tokens Entities Relations
5.3M 2.3B 51M 140M
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The size of this KB is 25.32 GB zipped, we download it from Kaggle17. The
KDWD contains seven files, two of them are extracted from Wikipedia and the
remaining five files are extracted and constructed from the Wikidata which is a
KB in a graph form.
The Wikipedia files are:

• page.csv (page metadata and Wikipedia-to-Wikidata mapping)

• link_annotated_text.jsonl (plaintext of Wikipedia pages with link offsets)

The Wikidata files are:

• item.csv (item labels and descriptions in English)

• item_aliases.csv (item aliases in English)

• property.csv (property labels and descriptions in English)

• property_aliases.csv (property aliases in English)

• statements.csv (truthy qpq statements)

From the files described above we have prepared the following files as shown in
Figure 4.3 :

Figure 4.3: Data preparation
17https://www.kaggle.com/kenshoresearch/kensho-derived-wikimedia-data
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• A name dictionary In our work we use a name dictionary technique to
generate the candidate entities. The candidate entity generation module in
NED provides clear benefits over search engine-based techniques when it
makes use of name dictionary. Name dictionaries guarantee excellent pre-
cision. They offer a carefully selected list of domain-specific items. Name
dictionaries expedite the process. They directly access a precompiled list
leading to speedier identification ideal for real-time applications. In con-
trast, search engine methods may produce irrelevant results. Name dic-
tionaries customized for certain domains improve disambiguation. They
closely align with encountered entities. This increases relevance and accu-
racy.

To create the name dicionary we concatenated the tables item.csv, item_
aliases.csv and another file entity_df.csv derived from link_annotated_text.
jsonl. Before the concatenation, we filtered each table by dropping the NIL
rows, then we gave the same names for the two rows of each table. Our
name dictionary is a key-value table, containing over 48 million distinct
name mentions and the referent candidate entities of each mention. The
dictionary was prepared in the same manner as Chen et al. [169]. There-
after, the candidate entities of each mention in the document are generated
using this table.

• An In-links table The main goal of creating this table is to calculate
the semantic relatedness between two any given entities. This table is
constructed from the page.csv file. It contains two columns. For each page,
we assign a row where the first column contains its unique page id and the
second contains the set of page ids that represent the incoming links to this
page. This table is then used to calculate the Jaccard distance measure
between two entities which represents the semantic relatedness between
these two entities.

• Test samples: Our benchmark is created using this file link annotated
text.jsonl, where we create eight samples. A systematic variable sampling
method is employed in our work. Systematic variable sampling is straight-
forward and simple to use involves selecting samples at regular intervals is a
simple and productive research strategy. By ensuring uniform distribution
throughout the population, this method improves representativeness and
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lessens clustering. When the population list is sorted randomly, system-
atic variable sampling reduces selection bias, producing more objective and
dependable results. Furthermore, it enhances data quality by identifying
trends and patterns that are frequently overlooked in random sampling and
is reasonably priced, particularly when combined with a full population list.

In our work, items from a list are chosen at random intervals. For instance,
each nth item in the dataset is selected. n can vary depending on the sample
and indicate how many documents were chosen for that particular sample.
Using this sampling technique, many samples with varying numbers of doc-
uments and mentions can be produced. The eight samples contain, in total,
237 documents and 2856 mentions, with an average of 12.05 mentions per
document. The following Table 4.2 represents a detailed description of each
sample .

Table 4.2 The eight KDWD test samples.
Samples # Doc # Ment
Sample 1 30 423
Sample 2 29 235
Sample 3 30 282
Sample 4 28 303
Sample 5 29 311
Sample 6 30 632
Sample 7 44 432
Sample 8 17 238

All Samples 237 2856

4.5 Design of the proposed system
In our Named Entity Disambiguation generation, we employ a graph-based

method since it provides better contextual understanding and makes use of rich
semantic linkages between entities. Graph structures are very good at collect-
ing and displaying intricate dependencies and linkages, which are important for
correctly disambiguating entities in a variety of contexts.
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Moreover, the scalability of graph databases enables us to effectively manage
extensive and complex datasets, rendering the graph-based method a resilient
and adaptable option for our NED system.

4.6 System implementation and evaluation
Our system is implemented using Python programming language. There are

many benefits in building a NED system in Python. Python is widely known for
its ease of use. Its comprehensibility makes it a perfect option for rapidly creating
NED models. Text analysis, machine learning and natural language processing
are all crucial components of NED systems. These are made possible by its
vast ecosystem of libraries and frameworks. These include scikit-learn. NLTK
and spaCy are also part of the ecosystem. Python’s versatility makes it easy
to integrate with other technologies. Integration with external KBs or semantic
resources is thus easier in the NED workflow (for more implementation details,
see Chapter 6).

For the evaluation of our system and besides the test dataset we have cre-
ated from the KDWD KB, we have used AIDA/ CoNLL 2003 -TestB, IITB,
MSNBC, AQUAINT, ACE2004, Cweb, and Wiki datasets to evaluate the perfor-
mance of our system (Figure 4.4). Assessing our NED system with datasets like
AIDA/CoNLL2003-TestB IITB MSNBC, AQUAINT ACE2004, Cweb and Wiki
has number of benefits. These datasets offer extensive and varied sets. They con-
tain text documents from multiple genres. The documents span various areas.
This guarantees reliable analysis. It works in a variety of settings. The annotated
entities and ground truth annotations associated with the AIDA/CoNLL2003-
TestB IITB MSNBC AQUAINT, ACE2004 and Cweb datasets provide for a
quantitative assessment. They can measure the precision, recall, F1 score and
accuracy of the NED system. These datasets also include a broad spectrum of
entity types, including named entities, enabling extensive testing of the system’s
capacity to disambiguate various entity mentions. By granting access to a large
body of knowledge, the Wiki dataset’s inclusion enhances the evaluation pro-
cess even more and makes it possible to gauge how well the system links entities
to the KB. In general, using these datasets guarantees thorough assessment of
NED systems, making it easier to pinpoint areas for development as well as their
advantages and disadvantages.
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Figure 4.4: Our system evaluation process

4.7 Conclusion
In this Research methodology chapter, we carefully described the methodical

process used for the creation and assessment of our Named Entity Disambiguation
system. Every stage, from identification of needs, problem definition, gathering
data and preprocessing to choosing techniques , is thoroughly justified in light of
how well it will help to accomplish the goals of the study. The choice of tools and
techniques is based on their demonstrated efficacy and alignment with the partic-
ular demands of NED assignments. Through the quantitative assessment method,
the study guarantees a thorough evaluation of the correctness, robustness, and
general efficacy of the system. This comprehensive methodological framework
not only supports the validity of the results but also offers a replicable model for
further NED research.

A comprehensive research methodology seeks to assure the transparency, re-
peatability, and credibility of the study by painstakingly recording and justifying
the research design and procedures. This chapter gives a thorough justification
of the selected techniques and resources, supports their suitability, and describes
the procedures followed in the gathering, processing, and analysis of data. It seeks
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to improve the study’s scientific rigor and make the research easier to understand
in its whole by addressing the validity, reliability, and ethical aspects of the re-
search. In the end, it provides a reproducible foundation for further research and
validates the research findings.



Chapter 5

Contributions and methods

5.1 Introduction
In this work, we propose a new system based on a graph approach to solve the

named entity disambiguation problem. A clique algorithm is used to create our
system. The clique algorithm was shown to be efficient in several domains, such
as social network analysis [170], biological network analysis [171], combinatorial
optimization problems [172] and heuristic development and approximation algo-
rithms [173]. Clique partitioning algorithms are an effective tool for graph analy-
sis, particularly with huge graphs. Although the application of clique partitioning
is ultimately determined by the particular requirements of the analysis, its advan-
tages make it a worthwhile choice for a variety of graph-related activities where
they excel in three main areas: flexibility, scalability, and efficiency. These algo-
rithms can process even the most complicated and huge datasets quickly by di-
viding big graphs into smaller clique-based communities. They also adapt well to
different kinds of graphs and applications; some even optimizing certain attributes
to enhance the identification of cohesive subgroups in the graph [174–176].

The clique approach, based on the concepts of graph theory [177], detects
subsets of vertices within an undirected graph where every pair of vertices is
directly connected by an edge. These subsets, known as cliques, serve as vital
elements for understanding network structure and dynamics in diverse fields.
These algorithms usually investigate the graph by taking into account various
vertices combinations and determining if they constitute cliques. The program
begins with a blank set of vertices and iteratively adds vertices to construct
possible cliques, retracing its steps as needed to investigate different routes. This

56
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process continues until all maximal cliques in the graph are identified.

5.2 Proposition of an iterative clique partition-
ing algorithm CPSR

In this work we introduce the Clique Partitioning based on Semantic Relatedness
Algorithm (CPSR), which exploits iteratively a clique partitioning algorithm in
conjunction with a semantic relatedness measure. This measure represents the
consistency between mapping entities retrieved from a KB as a context-dependent
feature. The concept of consistency between mapping entities retrieved implies
that when entities are retrieved and mapped, the results are coherent and correct,
ensuring that the same mention is accurately identified and linked correctly to
its corresponding entity in the KB each time it occurs in a document.

Our algorithm aims to find an optimal sub-graph in which its nodes represent
the disambiguation entities. As mentioned before, we harness the KDWD as a
KB in order to build and test our NED system. Figure 5.1 depicts our entity
disambiguation approach, where we recommend both collective and single disam-
biguation methods. Our proposed NED system is composed of the two modules
as described in the following sections.

5.2.1 Clique concept

A clique in graph theory is a subset of vertices (nodes) in a graph where every
vertex (node) is directly connected with an edge to every other vertex (node) in
the subset. In other words, it is a complete sub-graph within a larger graph. As
more formal definition, given a graph G = (V, E), where V is the set of vertices
and E is the set of edges, a clique C is a subset of V such that for every pair of
distinct vertices u, v ∈ C, there exists an edge (u, v) ∈ E. [178]

5.2.2 Candidate Entity Generation module

Given a set of input documents, D = {d1, d2, d3 . . . dn}, each docu-
ment di ∈ D contains a set of pre-tagged mentions M = {m1, m2, m3 . . .
mk}, for each mention mi ∈ M in di we select its different candidate entities
Ei={ei,1,ei,2,ei,3,ei,4,...,ei,j} from the KDWD KB using the name dictionary. The
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Figure 5.1: The proposed entity disambiguation process.
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name dictionary is a key-value table that we build from the KDWD KB, where
the first column of this table (en-label) contains all the mentions with their name
variations that are available in the KDWD KB. The second column includes one
or more pages that represent the referent entities for this mention. We note here
that mentions without candidate entities are not taken into consideration in our
entity disambiguation process. Besides, to generate the candidate entities, we
compare the surface form of each mention in the document with the surface form
of the first column of the name dictionary. Subsequently, we retrieve the second
column’s content as candidate entities that correspond to that mention.

5.2.3 Candidate Entity Ranking module

This second module represents our solution, which is based on a graph approach
for named entity disambiguation. Our system relies on an iterative clique parti-
tioning algorithm and a semantic relatedness measure. Our entity ranking strat-
egy includes two main phases: the graph creation and the disambiguation algo-
rithm (CPSR), which are presented in detail in the following subsections:

Graph creation

The candidate entities of different mentions in a document are represented as an
undirected and weighted graph G = (V,E,W), where V is a set of nodes represent-
ing the candidate entities, E is a set of edges between these nodes, and W is a set
of weights where each weight is calculated and assigned to its corresponding edge.
To build our graph, we applied the following rules to create edges and calculate
their weights. An edge is created between two entities when there is semantic
relatedness between them. Semantic relatedness is a measure that represents
the coherence or functional association between two concepts or words. In our
study it represents the semantic coherence between two Wikipedia pages. Two
Wikipedia entities are deemed to be semantically related if several Wikipedia
articles link to both of them, which implies that a relation holds between them in
the real world. Meanwhile, edges are not drawn between the nodes referring to
the same mention. Regarding the edges weighting rule, we use Jaccard distance
measure [8]. The Jaccard distance measure was introduced in the work titled
”Etude de quelques méthodes de classification automatique” by Paul Jaccard,
published in 1901. The choice of the Jaccard measure is justified as it has been
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proven to be effective in many works and used particularly in Guo et al. [88] in
which they achieved 89,60% of micro precision surpassing Hoffart et al. [40] and
Han et al. [11] which employed Wikipedia Link-based Measure (WLM), modeled
from the Normalized Google Distance [114], and reached 81,82% and 87% of
micro precision respectively. The Jaccard distance measure is used to calculate
the topical coherence between candidate entities which is based on the link struc-
ture of Wikipedia, namely weights here express the semantic relatedness between
the different candidate entities. In addition, since the same entity candidate can
be found multiple times as a candidate for different textual mentions, each oc-
currence must be evaluated independently. Equation 5.1 calculates the Jaccard
distance measure between two entities.

Cohj(u1, u2) =
| U1 ∩ U2 |
| U1 ∪ U2 |

(5.1)

Where U1 and U2 are the sets of Wikipedia articles that are linked to u1 and
u2 respectively.

Disambiguation Algorithm

Our CPSR algorithm, as mentioned earlier, is based on a graph approach ded-
icated to handle the NED problem. In this section, we describe the behavior
and structure of our proposed algorithm in details. We introduce a pseudocode
(script) which explains the iterations steps of the algorithm; in addition, we depict
in Figure 5.2 a scenario of our CPSR algorithm for more explanations.

Given an undirected and weighted graph G(V,E,W), a clique Gs = (Vs, Es,Ws)

is a sub-graph of G where Vs ⊆ V , Es ⊆ E and Ws ⊆ W . Gs is a complete sub-
graph where all the nodes of the clique are linked to each other by an edge.

Our main idea is to iteratively find all the cliques in the graph and choose the
clique with the highest weight, then use its nodes as the disambiguation entities.
The clique’s nodes represent the disambiguation entities, where each node of this
clique represents the candidate entity predicted for a given mention in the text.
Next, we delete all the wrong candidate entities for this textual mentions that
have been previously disambiguated by the chosen clique. Afterwards, we merge
all the nodes of this chosen clique into one single node in the new graph, which
will be used in the next iteration as explained in Algorithm 1.
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Algorithm 1 : Collective disambiguation - Clique Partitioning algorithm based
on Semantic Relatedness (CPSR)

Input: Undirected and weighted graph G(V,E,W) / V is a set of candidate
entities, for each edge e ∈ E, we assign an associated weight w ∈ W which
represents the Semantic Relatedness (SR) calculated using the Jaccard distance
measure mentioned above (equation 1).

Output: Sub-graph, each node of this sub-graph represents the disambiguation
entity of a given mention

Clique-List = find all the cliques in the graph (G).

while Clique-List is not empty do
1- Weight each clique by summing the SR scores of its edges.
2- Choose the highest scoring clique and use its nodes as disambiguation
entities.
3- Remove all wrong candidates for any mention disambiguated in step 2.
4- Merge all nodes of the chosen clique into one single node and update G.
5- Clique-List= find all the cliques in the new graph (G).

end while

We will illustrate our algorithm using an example. Let us consider a document
with six textual mentions (A, B, C, D, E, and F) and each mention has three
candidate entities. The candidate entities corresponding to a given mention take
the name of this mention in lowercase, concatenated with an index to distinguish
between them. For example, the candidate entities of the mention A are a1, a2, a3.
The same process is used for the remaining candidate entities corresponding to
the other mentions in the text. These candidate entities represent the nodes in
our graph. An edge is created between two candidate entities of two different
mentions if there is a semantic relatedness between them. The weight of the edge
is calculated using the Jaccard distance measure. The candidate entities referring
to the same mention are not related to each other with edges. Figure 5.2 shows the
different iterations of this example using our CPSR algorithm. Cliques are shown
in different line styles. The clique with the highest weight is represented in bold.
In this example, in the first iteration and after the detection of all the cliques
in the graph, the clique with the highest weight is the clique that encompasses
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the nodes a2, b3, and e2 with a weight of 80. This means that these nodes are
the disambiguation entities of the mentions A, B, and E, respectively. After the
disambiguation of these mentions, the system merges the nodes a2, b3, and e2 into
one single node and removes the rest of the candidate entities of the mentions
A, B, and E from the graph, which means the system deletes a1, a3, b1, b2, e1 and
e3. During the second iteration, the clique that encompasses the nodes c1, d3,
and the merged nodes from the first iteration has the highest weight of 55. In
this iteration, the mentions C and D are disambiguated, and c1 and d3 are their
disambiguation entities, respectively. c1 and d3 will be merged with the previous
disambiguation entities of the first iteration. The rest of the candidate entities of
the mentions C and D, which means c2 ,c3, d1, and d2, will be deleted from the
graph. While in the third iteration, there is only one clique with 18 as a weight;
this clique englobs the merged nodes of the second iteration and f 3. f 3 is the
disambiguation mention of F; f 3 will be merged with the previous disambiguation
entities of the second iteration. The rest of the candidate entities of the mention
F which means f 1, f 2 will be deleted from the graph. The algorithm comes to
an end in the fourth and final iteration when all mentions in the text have been
disambiguated.

As a summary of the example, in each iteration, the algorithm disambiguates
collectively a set of mentions in the text until there are no more cliques in the
graph and no more mentions to be disambiguated.

Moreover, our system handles documents containing only one mention. The
CPSR algorithm is not dedicated to dealing with this case since it disambiguates
collectively and jointly all the mentions in a document and requires at least
two mentions to create the clique, which is the core of the CPSR algorithm.
Therefore, we implement an alternative solution explained in Algorithm 2 that
supports the single mention disambiguation problem by exploiting the cosine sim-
ilarity measure. The cosine similarity measure is used to compute the similarity
score between the surface form of the text mention and the surface form of the
titles of its candidate entities. Here, the surface form refers to the exact spelling
or written representation of a word or a phrase, which means its textual mor-
phology. Hence, the candidate entity with the highest cosine similarity measure
score is chosen as the disambiguation entity for this mention. We highlight that
N-gram representation is used to represent the surface form of the mention and
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Figure 5.2: Illustration of an execution of our CPSR algorithm on an example.
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its candidate entities titles. The N-gram representation is a method of text rep-
resentation where a sequence of n consecutive words (or characters) is treated as
a unit. For example, in a 2-gram (bigram) representation, the sentence ”machine
learning is fun to learn”, will be represented by the following phrases: ”machine
learning”, ”learning is”, ”is fun”, ”fun to”, ”to learn”. Whereas, when using a
3-gram representation , the same sentence will be presented by the following
phrases: ”machine learning is”,”learning is fun”, ”is fun to”, ”fun to learn”. The
same thing in a 4-gram representation, the sentence will be represented by the
following phrases:”machine learning is fun”,”learning is fun to”, ”is fun to learn”.
The same principle is applied in 5-gram, 6-gram and others [179]. In our work, we
have used 4-gram representation, additional information are provided in Chapter
6, Experimental Results.

After representing the surface form of the mention and its candidate entities
titles in 4-gram representation, the next steps are: creating a vocabulary, vector-
izing the sentences (creating vectors) and calculating the similarity score between
the mention and each one of its candidate entities. The candidate entity with
the highest cosine similarity score will be selected as the disambiguation entity
for this mention [180]. The cosine similarity measure is shown in this following
formula.

cos(θ) = A⃗ · B⃗
∥A⃗∥∥B⃗∥

=

∑n
i=1AiBi√∑n

i=1A
2
i

√∑n
i=1B

2
i

(5.2)

This formula calculates the cosine similarity between two vectors A⃗ and B⃗, where:

• cos(θ) represents the cosine of the angle between the two vectors.

• A⃗ · B⃗ is the dot product of the vectors.

• ∥A⃗∥ and ∥B⃗∥ are the magnitudes of the vectors.

The main goal of the single disambiguation is to disambiguate the mentions
left by the CPSR algorithm, as well as the isolated nodes (mentions) in the graph,
which means that these nodes are not connected to each other in the graph.
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Algorithm 2 : Single disambiguation - Disambiguation with cosine similarity
Input: List of mentions / one mention.

Output: List of disambiguation entities / one disambiguation entity.

for each mention do
1- Represent the surface form of the mention and the surface form of its
candidate entities titles with 4 gram representation.
2- Calculate the cosine similarity between the surface form of the mention
and its candidate entities titles.
3- Choose the candidate entity with the highest similarity score as a disam-
biguation entity.

end for

Algorithm 3 encapsulates the entire disambiguation process as illustrated in
Figure 5.1, which combines the collective and single disambiguation methods to
disambiguate all the mentions in the document without omitting any.
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Algorithm 3 : Global algorithm
Input: List of documents.

Output: a set of disambiguated mentions which belongs to the input docu-
ments.

L= a list of documents

for (each document d in L) do
if (number of mentions in d) > 1 then

step1- Disambiguate collectively these mentions using CPSR algorithm,
Algorithm 1 (Collective disambiguation).
step2-
if not(all mentions are disambiguated) then

Disambiguate the remaining mentions from step1 one by one using Al-
gorithm 2 (Single disambiguation).

end if
else

if (number of mentions = 1) then
Disambiguate this mention using Algorithm 2 (Single disambiguation).

end if
end if

end for

Figure 5.3 provides a general representation of our system and disambiguation
design; for a more in-depth analysis of each system module, see Figure 5.4.
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Figure 5.3: Our system and disambiguation process design
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Figure 5.4: Our system and disambiguation process design (more detailed)
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5.3 Conclusion
In summary, this chapter has introduced a new method for Named Entity

Disambiguation, known as Clique Partitioning based on Semantic Relatedness
(CPSR), which addresses the drawbacks of the previous approaches and intro-
duces fresh ways to improve accuracy.

To disambiguate all of the mentions in the text collectively, our suggested
method makes use of graph-based techniques namely clique partitioning. Our
approach also manages the single disambiguation in the unlikely event that some
mentions remain isolated and do not form part of a clique or in case a document
contains only one mention. Using the Jaccad distance measure, we employ
semantic relatedness in this work to determine the topical coherence between the
various mapping entities. It is important to note that our method is unsupervised
and doesn’t call for any special training.



Chapter 6

Implementation and Evaluation

6.1 Introduction
This chapter describes how the experiment was carried out, where we delve

into the practical parts of our study by presenting the findings from this im-
plementation and giving a thorough rundown of the experiment’s setup are the
objectives.

This chapter outlines the setting of the experiment, where we have already
described the environment in which the experiment was conducted, including the
software configurations and the KB KDWD used to create our system including
the data preparation in chapter 4 (Research Methodology).

This chapter also encompasses the description of the datasets (benchmarks)
used in the evaluation of our system, the evaluation criteria and the baselines.
This detailed description aims to provide a clear understanding of the context
and conditions under which the experiment was carried out.

The results of the experiment are exposed in the second subsection, where
we offer a thorough analysis of the data from the performance evaluation. The
study’s objectives are taken into consideration when analyzing the results, and
significant conclusions and observations are emphasized. Overall, we provide an
analysis of the consequences and efficacy of the applied solution.

6.2 Implementation
All the experimental tests were conducted on a workstation with 128 GB of

RAM, 24 processors, and 1 terabyte of hard disk.

70
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We use Python for coding and we leverage the Networkx18 library for clique
generation. This library use the function find_cliques(G, nodes=None), this
function returns all maximal cliques in an undirected graph. For each node
n, a maximal clique for n is a largest complete subgraph containing n. The
largest maximal clique is sometimes called the maximum clique. This function
returns an iterator over cliques, each of which is a list of nodes. It is an iterative
implementation, so should not suffer from recursion depth issues. This function
accepts a list of nodes and only the maximal cliques containing all of these nodes
are returned. It can considerably speed up the running time if some specific
cliques are desired.

1. Parameters:

• G:NetworkX graph: is an undirected graph.

• nodes:list, optional (default=None): If provided, only yield max-
imal cliques containing all nodes in nodes. If nodes is not a clique itself,
a ValueError is raised.

2. Returns: An iterator over maximal cliques, each of which is a list of nodes
in G. If nodes is provided, only the maximal cliques containing all the nodes
in nodes are returned. The order of cliques is arbitrary.

This implementation is based on the algorithm published by Bron and Ker-
bosch in 1973 [168], as adapted by Tomita, Tanaka and Takahashi in 2006 [181]
and discussed in Cazals and Karande in 2008 [182]. This algorithm ignores self-
loops and parallel edges, since cliques are not conventionally defined with such
edges.

6.3 Experiments
The experimental section is divided into two subsections. The first subsection

describes the setting of the experiment, and the second subsection presents the
results. In particular, we describe the datasets, and the performance evaluation
results.

18https://networkx.org/documentation/stable/reference/algorithms/generated/networkx.
algorithms.clique.find _cliques.html
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6.3.1 Experimental settings

In this subsection, we describe the datasets (benchmarks) commonly used
in the NED domain for the evaluation of our system. This is followed by the
presentation of the evaluation metrics used to evaluate the performance of our
system. In addition, we present two baselines that are used in the comparison
with our CPSR algorithm.

Datasets

In this section, we introduce seven well-known and publicly available datasets
that are used in our evaluation. These datasets provide different characteristics
in terms of surface form frequency and length of surrounding context (cf. Table
6.1). These datasets are used as benchmarks for entity disambiguation and are
suitable for collective named entity disambiguation. We evaluate our system over
these datasets to demonstrate its strength across different documents/datasets.

1. AIDA/CoNLL-TestB: This corpus is manually annotated by Hoffart et
al. [40] and comprises 231 documents with an average of 19.4 mentions per
document.

2. IITB: This corpus gathers 103 manually annotated documents. Each doc-
ument contains, on average, 109.1 mentions collected from the web sites
belonging to different domains. This dataset is characterized by its density
(highest entity/document of all corpora). This corpus was developed by
Kulkarni et al. [28].

3. AQUAINT: This corpus consists of 50 documents, and each document
contains 14.5 mentions on average. The documents originate from differ-
ent news services, from Xin-hua News Service, the New York Times, and
Associated Press news corpus, and was created by Milne and Witten [12].

4. MSNBC: This corpus was presented in 2007 by Cucerzan [10] and contains
20 news documents with an average of 32.9 mentions per document.

5. ACE2004: This corpus is a subset of ACE2004 co-reference documents
of Ratinov et al. [13] annotated by Amazon Mechanical Turk. It has 35
documents, with an average of 7.3 mentions per document.
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6. Wiki: This corpus is extracted from Wikipedia in Gabrilovich et al. [183]
and contains 320 documents with an average of 21.3 mentions per document.

7. Cweb: This corpus is extracted from ClueWeb by Guo and Barbosa [164]
and contains 320 documents with an average of 34.8 mentions per document.

Table 6.1 Test datasets (benchmarks) description.
Datasets # Doc # Mentions Men/Doc

AIDA/CoNLL-TestB 231 4485 19.4
IITB 103 11245 190.1

AQUAINT 50 726 14.5
MSNBC 20 658 32.9
ACE2004 35 257 7.3

Wiki 320 6821 21.3
Cweb 320 11154 34.8

Evaluation Criteria

In our work, we use Accuracy because our system ensures the disambiguation
all the mentions detected in the document since the mentions that remain from
the collective disambiguation CPSR (Algorithm 1) are disambiguated using the
single disambiguation (Algorithm 2). In our case, the entity mentions that should
be linked are given as an input to our system; therefore, the number of linked
mentions generated by the system in Equation 2.5 equals the number of entity
mentions that should be linked in Equation 2.8. Which means in our work, Ac-
curacy = Precision = Recall= F1 measure. Precisely, we used Micro-averaged
accuracy represented in Equation 2.14 and Macro-averaged accuracy represented
in Equation 2.15 explained in Chapter 2, Evaluation Criteria section.

Baselines

As baselines, we compared our work with two simple baselines proposed by Chen
et al. [169] since they also worked on the KDWD KB. These baselines do not
require any treatment; they just select the most popular candidate entity as a
disambiguation entity for the mention. In the first baseline, the popularity feature
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represents the number of views of the predicted entity, which is a statistical value
retrieved from the KDWD KB, while in the second baseline, the popularity feature
represents the number of directed in-links. The disambiguation decision is made
in the two baselines directly by choosing the candidate entity with the highest
popularity feature score.

6.3.2 Experimental results

This section presents the experimental results, where we first evaluate
the performance of our CPSR system on eight samples that we have generated
from the KDWD KB. Then, we tested our system on seven well-known datasets
that are widely used in the ED domain. We then compared our system with the
two baselines mentioned in the previous section as well as with several annotators
from the state of the art, including graph-based systems. Regarding the single
mention disambiguation problem and after multiple quick tests, we tuned the N-
gram representation to 4-gram because it returns a significant difference in cosine
similarity measures between the candidate entities of a mention. Therefore, 4-
gram representation leads to more accurate prediction.

Experimental results on our KDWD test dataset

Our first experiment focused on eight samples that we prepared from the KDWD
KB as explained in Chapter 4 Data collection and preparation section. To test
the performance of our system, we carried out a series of experiments on these
eight samples. Table 6.2 shows the details of the different samples in terms of
the number of documents, the number of mentions, and the performance results
expressed by the Micro and Macro-accuracy of our CPSR system.
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Table 6.2 Micro and Macro accuracy of our CPSR system over the eight KDWD
test samples.

Samples # Doc # Ment Micro_acc Macro_acc
Sample 1 30 423 90.56% 87.70%
Sample 2 29 235 88.51% 82.82%
Sample 3 30 282 89% 86.15%
Sample 4 28 303 92.73% 85.54%
Sample 5 29 311 91.96% 88.02%
Sample 6 30 632 96.51% 84.18%
Sample 7 44 432 90.27% 89.79%
Sample 8 17 238 92.01% 79.40%

All Samples 237 2856 92.01% 91.44%

The experimental results show the good performance of our CPSR system.
We observe that we achieved an average of 92.01% and 91.44% in terms of micro
and macro accuracy, respectively, on the whole dataset samples. From these two
average measures, we observe that micro and macro accuracy results are close
which indicates a good balance between the documents of the sample and also
it indicates that the model is performing consistently. These results are a good
performance indicator for our CPSR system. Despite the high micro-accuracy
reported on sample 6 by our CPSR system, where we register 96.51%, the macro-
accuracy does not exceed 85%, which expresses a poor balance between micro
and macro accuracy, in which we report a difference of more than 12%. The
same result was also obtained in sample 8. Besides, samples 2 and 4 acquired a
moderate balance, where we report a difference of 7% between micro and macro
accuracy. On samples 1, 3, 5, and 7, the balance is reasonable, where we recorded
a difference of less than 4% in the worst case and inferior to 1% in sample 7 as
the best case.

Experimental results on the seven benchmarks datasets

Furthermore, we tested our system on seven widely used datasets in the named en-
tity disambiguation domain, namely: AIDA/CoNNL2003-TestB, IITB, MSNBC,
AQUAINT, ACE2004, Cweb, and Wiki. From Table 6.3, we observe that our
algorithm gave overall good performance on the seven datasets in terms of mi-
cro and macro accuracy. The algorithm achieved an average of 92,05% and
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91.39% of micro and macro-accuracy, respectively. In particular, we recorded
our best score on the AIDA/CoNLL2003-TestB dataset with 97.07% for micro-
accuracy. The second best score of 96.58% of micro-accuracy was achieved with
the MSNBC dataset. We also obtained great results on the Wiki, ACE2004, and
Cweb datasets with 95.23%, 92.94% and 91.26% of micro-accuracy, respec-
tively. Whereas, compared to the previous datasets, we report slightly better
results over the IITB and AQUAINT datasets with 83.96% and 87.37% of
micro-accuracy, respectively.

Table 6.3 Results of Micro and Macro-accuracy obtained by our CPSR system
on the seven datasets

DataSet Mico_acc Macro_acc
AIDA/CoNLL2003-TestB 97.07 96.91
IITB 83.96 83.97
ACE2004 92.94 90.11
AQUAINT 87.37 86.46
MSNBC 96.58 95.43
Wiki 95.23 95.23
Cweb 91.26 91.68
Avg 92.05 91.39

Comparison of our CPSR system against other annotators

This section is dedicated to the comparison of our CPSR system against several
annotators, such as the baselines explained previously, state-of-the art systems,
and also graph-based approaches.

a. Comparison with the baselines
We compared our method with the baselines that have been described in the
previous section:

Baseline 1: The model with highest page views as popularity.
Baseline 2: The model with most links directed popularity.

The experimental results of the CPSR system on our test dataset show a signif-
icant improvement in performance compared to the results of the two baselines.
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We note that we recorded 92.01% for micro-accuracy while baseline1 and base-
line2 reached 61.83% and 59.13% respectively, a difference of over 30% was
reported. Table 6.4 shows the results in terms of micro-accuracy.

Table 6.4 Comparison results with the baselines.
Systems Micro-Accuracy Macro-Accuracy
Baseline1 61.83 /
Baseline2 59.13 /

CPSR (ours) 92.01 91.44

b. Comparison with state-of-the art approaches
In this part, we introduce a second comparison between our CPSR system and
38 former state-of-the-art systems from SNED and CNED approaches since 2007
until 2023, including some well known and prominent works like Hoffart et al. [40],
Han et al. [11], Yang et al. [61], Fang et al. [60] and Yamada et al. [62]. In this
section, we offer three comparison tables: one using AIDA/CoNLL2003-TestB
dataset, one using the IITB dataset, and one using five other datasets, namely
MSNBC, AQUAINT, ACE2004, Cweb, and Wiki.

Table 6.5 shows the comparison results that were conducted on the AIDA/
CoNLL 2003-TestB dataset against 32 annotators, and the results are expressed
in terms of a micro-F1 score. Micro-F1 score, also denoted as F1 @MI, is defined
by the Equation 2.12 and is discussed in more detail in Chapter 2, in the Evalu-
ation Criteria section. When compared to other annotators, our CPSR system’s
performance results show a significant improvement. It is important to note that
we achieved a micro-F1 score of 97.07%, whereas the second-ranked system of
Yang et al. [59] only scored 95.90%. Also, we found that our CPRS system
differed by 35% from the system that came in last.
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Table 6.5 Comparison results against state-of-the-art annotators on AIDA/
CoNLL 2003-TestB. The best value in bold and second is underlined.

System F1 @MI

Cucerzan(2007) [10] 74,00
Milne and Witten (2008) [12] 68,00
Han et al.(2011) [11] 62,00
Hoffart et al.(2011) [40] 81,82
Usbeck et al.(2014) [184] 55,00
Alhelbawy and Gaizauskas (2014) (clique) [2] 86,11
Alhelbawy and Gaizauskas (2014) (PR) [2] 87,59
Yamada et al.(2016) [58] 91,50
Ganea and Hofmann (2017) [47] 92,22
Guo and Barbosa (2018) [164] 89,00
Cao et al. (2018) [130] 80,00
Le and Titov (2018) [185] 93,07
Raiman and Raiman (2018) [186] 94,88
Yang et al. (2018) [59] 95,90
Fang et al. (2019) [60] 94,30
Shahbazi et al. (2019) [154] 93.46
Le and Titov (2019) [126] 89,66
Yamada et al. (2019) [62] 95,04
Yang et al. (2019) (DCA-SL) [61] 94,64
Yang et al. (2019) (DCA-RL) [61] 93.73
Hu et al. (2020) [128] 92,40
Chen et al. (2020) [50] 93,54
Mulang et al. (2020) [51] 94,94
De Cao et al. (2020) [53] 93,30
Xin et al. (2021) [129] 92,02
Ravi et al. (2021) [52] 83,10
De Cao et al. (2021) [54] 85,5
Barba et al. (2022) [55] 92,60
Ayoola et al. (2022) [63] 90,40
Yamada et al. (2022) [65] 95,00
Ji et al. (2023) [66] 92,09
Atzeni et al. (2023) [56] 93,70
CPSR (ours) 97,07
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Moreover, we performed another comparison of our system against other an-
notators on the IITB dataset. We have noticed from the literature that there is
a limited number of systems that have used the IITB dataset to evaluate their
performances. This is the main reason why we compared our system with only
a restricted number of annotators (four annotators). It is important to note
that our algorithm performed better when the prior and later datasets were used
rather than the IITB dataset. Nevertheless, our CPSR system performed better
than the state-of-the-art competitors. Indeed, we report 83.96% of micro_F1
score, while the second ranked system achieved only 74.10% of micro_F1 score.
The difference in performance between our CPSR system and the second-ranked
one is more than 9% which is a substantial improvement. The results of the
comparison using the IITB dataset are given in Table 6.6.

Table 6.6 Comparison results against annotators using IITB dataset
Systems F1 @MI
Han et al. (2011) [11] 73.0
Hulpuş �et al. (2015) [187] 71.7
Ganea et al. (2016) [156] 62,47
Zwicklbauer et al. (2016) [161] 74.10
Our system (CPSR) 83.96

To enrich our work, we have added other experiments on several datasets,
namely MSNBC, AQUAINT, ACE2004, Cweb, and Wiki. We compared our
CPSR system with 21 former systems (most of them are mentioned in the AIDA/
CoNLL2003- TestB comparison and some are new). The performance results are
communicated in Table 6.7 in terms of micro and macro F1 scores.
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Table 6.7 Comparison results against state-of-the-art annotators on MSNBC, AQUAINT, ACE2004, Cweb and Wiki
datasets. The best value in bold and second is underlined.

Datasets

MSNBC AQUAINT ACE2004 Cweb Wiki

Systems F1 @MI F1 @MA F1 @MI F1 @MA F1 @MI F1 @MA F1 @MI F1 @MA F1 @MI F1 @MA

Cucerzan (2007) [10] 88.34 87.76 78.67 78.22 79.30 78.22 _ _ _ _
Milne and Witten (2008) [12] 78.43 80.37 85.13 84.84 81.29 84.25 64.10 _ 81.70 _
Ratinov et al. (2011) [13] 75.37 75.37 83.14 82.97 81.91 83.18 56.20 _ 67.20 _
Cheng and Roth (2013) [188] 90.22 90.87 87.72 87.74 86.60 87.13 _ _ _ _
Ganea and Hofmann (2017) [47] 93.70 _ 88.50 _ 88.50 _ 77.90 _ 77.50 _
Phan et al. (2017) [189] 91.80 _ _ _ 92.90 _ _ _ _ _
Yang et al. (2018) [59] 92.60 _ 89.90 _ 88.50 _ 81.80 _ 79.20 _
Le and Titov (2018) [185] 93.90 _ 88.30 _ 89.90 _ 77.50 _ 78.00 _
Fang et al. (2019) [60] 92.80 _ 87.50 _ 91.20 _ 78.50 _ 82.80 _
Shahbazi et al. (2019) [154] 92.30 _ 90.10 _ 88.70 _ 78.40 _ 79.80 _
Yang et al. (2019)(DCA-SL) [61] 94.57 _ 87.38 _ 89.44 _ 73.47 _ 78.16 _
Yang et al. (2019)(DCA-RL) [61] 93.80 _ 88.30 _ 90.10 _ 75.60 _ 78.80 _
Yamada et al. (2019) [62] 96.30 _ 93.50 _ 91.90 _ 78.90 _ 89.10 _
Chen et al. (2020) [50] 93.40 _ 89.80 _ 88.90 _ 77.90 _ 80.01 _
De Cao et al. (2020) [53] 94.30 _ 89.90 _ 90.10 _ 77.30 _ 87.40 _
Ravi et al. (2021) [52] 83.40 _ 76.80 _ 86.80 _ _ _ _ _
Barba et al. (2022) [55] 94.70 _ 91.60 _ 91.80 _ 77.70 _ 88.80 _
Ayoola et al. (2022) [63] 94.80 _ 92.60 _ 93.60 _ 78.20 _ 90.40 _
Yamada et al. (2022) [65] 96.30 _ 93.50 _ 91.90 _ 78.90 _ 89.10 _
Ji et al. (2023) [66] 93.30 _ 94.23 _ 93.48 _ 80.81 _ 87.48 _
Atzeni et al. (2023) [56] 94.60 _ 91.30 _ 95.00 _ 78.20 _ 85.90 _
Our system (CPSR) 96.58 95.43 87.37 86.46 92.94 90.11 91.26 91.68 95.23 95.23



CHAPTER 6. IMPLEMENTATION AND EVALUATION 81

From Table 6.7, we note that our CPRS system outperforms all the other sys-
tems on the MSNBC, Cweb, and Wiki datasets in terms of micro and macro F1
score, where we reached 96.58% of micro_F1 measure on the MSNBC dataset,
thereby slightly exceeding the second-best system of Yamada et al. [62] and Ya-
mada et al. [65] in which they report 96.30% of micro_F1. On the Cweb dataset,
91.26% of micro_F1 measure was registered with a margin of more than 9%
from the second-best system of Yang et al. [59] where they obtained 81.80% of
micro_F1 measure. We recorded a difference of around 5% against the second-
best system of Ayoola et al. [63] on the Wiki dataset, where we reached 95.23%
of the micro_F1 measure, whereas Ayoola et al. [63] achieved 90.40% of the
micro_F1 measure.
Furthermore, using the ACE2004 dataset, Atzeni et al. [56] came in first with
95.00% of the micro_F1 measure, followed by Ayoola et al. [63], where they
achieved 93.60% of the micro_F1 measure, and our system was ranked in the
fourth position with 92.94% of micro_F1 measure.

In contrast, on the AQUAINT dataset, our system does not perform as well as
on the previous datasets, and it came in at the sixteenth position with 87.37% of
micro_F1 measure, while Ji et al. [66] is ranked first with 94.23% of micro_F1
measure and Yamada et al. [62] and Yamada et al. [65] came in at the second
position with 93.50% of micro_F1 measure.

c. Comparison with graph-based approaches
In this sub-section, we report the results of our system against 15 annotators of
graph-based approaches. Our aim here is to emphasize the contributions of our
system with respect to graph-based approaches and show the achieved perfor-
mance improvement.

At first, we start by comparing our system against Alhelbawy and Gaizauskas
[2] work, where they introduce two approaches for NED. The first approach is
based on the Page Rank algorithm (we call it PR), and the second, on which
our work is based, uses clique partitioning (we call it Clique). In their sec-
ond approach, they suggested collectively disambiguating all the mentions in the
document using an undirected and unweighted graph, in which they assigned a
confidence score to the nodes (vertices) that represent candidate entities. This
score is calculated for each candidate entity separately from the other candidate
entities in the document. Only the textual context of the mention was utilized
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to generate this score (along with cosine similarity and Jaro-Winkler similarity,
as well as entity popularity). They employed a clique partitioning technique to
discover the most weighted clique, where they weighted each clique by adding
the confidence scores of all its nodes. The nodes of the most weighted clique
were then used to disambiguate the mentions. In our study, we employed an
undirected but weighted graph, where we weighted the edges with a Jaccard sim-
ilarity score rather than affecting scores to the nodes. The Jaccard similarity
measure indicates the semantic relatedness between two candidate entities and
the strength of their relationship, thus using a context-dependent feature that
represents the coherence between the mapping entities. Unlike Alhelbawy and
Gaizauskas [2] where they used only context-independent features, these features
just rely on the surface form of the entity mention and the candidate entity’s
knowledge and are not related to the context in which the entity mention ap-
pears. Table 6.8 presents the key differences between our approach and that of
Alhelbawy and Gaizauskas, where they adopt a clique-based method.

Table 6.8 Comparison table between our system and Alhelbawy and
Gaizauskas’s system (based on clique)

Alhelbawy and Gaizauskas’s
system (based on clique) [2]

Our system

Unweighted graph Weighted graph
Affect a score to the nodes Affect a score to the edges

Use a combination of measures (cosine
similarity, Jaro Winkler and entity

popularity) to score the nodes

Use Jaccard distance measure to score
the edges

Leverage context-independent features Leverage context-dependent features

From the experimental results shown in Table 6.9, we can notice that we
achieved 97.07% of micro-F1 measure against 86.11% for the second approach
(Clique) of Alhelbawy and Gaizauskas [2] on the AIDA/CoNLL2003-TestB dataset.
Therefore, we increased the micro-F1 score by 10.96%. We also exceeded their
first approach (PR) in which they recorded 87.59% of the micro-F1 score. We
consider these results a huge enhancement achieved by our CPSR system within
graph-based approaches.
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Table 6.9 Comparison results against Alhelbawy and Gaizauskas (2014) [2] work
on AIADA/CoNLL2003-TestB.

Systems F1 @MI
Alhelbawy and Gaizauskas (2014)(PR) [2] 87.59
Alhelbawy and Gaizauskas (2014)(Clique) [2] 86.11
Our system (CPSR) 97.07

Second, we carried out a comparison of our CPSR algorithm against several
graph-based approaches. The comparison was conducted on the five datasets used
in the previous comparison with the state-of-the-art systems, namely MSNBC,
AQUAINT, ACE2004, Cweb, and Wiki datasets. Besides, we selected fourteen
graph-based annotators such as Hoffart et al. [40], Cao et al. [130], and Le and
Titov [185]. Table 6.10 captures the significant performance of our system in
almost all the datasets in terms of micro and macro-F1 measures.
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Table 6.10 Comparison results against graph-based annotators on MSNBC, AQUAINT, ACE2004, Cweb, and Wiki datasets.
The best value in bold and second is underlined.

Datasets

MSNBC AQUAINT ACE2004 Cweb Wiki

Systems F1 @MI F1 @MA F1 @MI F1 @MA F1 @MI F1 @MA F1 @MI F1 @MA F1 @MI F1 @MA

Han et al. (2011) [11] 88.46 87.93 79.46 78.80 73.48 66.80 61.00 _ 78.00 _
Hoffart et al. (2011) [40] 78.81 76.26 56.47 56.46 80.49 84.13 58.6 _ 63 _
Usbeck et al. (2014) [184] _ _ 73 59.90 66 78 _ _ _ _
Guo and Barbosa (2014) [158] 91.37 91.73 90.74 90.58 87.68 89.23 _ _ _ _
Hulpuş et al. (2015) [187] _ _ 73.3 _ _ _ _ _ _ _
Ganea et al. (2016) [156] 91.06 91.19 89.27 88.94 88.71 88.46 _ _ _ _
Gong et al. (2017) [162] 85.44 _ 86.78 _ 86.73 _ _ _ 90.14 _
Guo and Barbosa (2018) [164] 92 91 90 90 88 89 78 _ 85 _
Cao et al. (2018) [130] _ _ 87 88 88 89 _ _ 86 _
Le and Titov (2019) [126] 92.20 _ 90.70 _ 88.10 _ 78.20 _ 81.70 _
Xue et al. (2019) [127] 94.43 _ 91.94 _ 90.64 _ 79.65 _ 85.47 _
Parravicini et al. (2019) [190] 92 _ 86 _ 83 _ _ _ _ _
Hu et al. (2020) [128] 95.50 _ 91.60 _ 90.14 _ 77.50 _ 78.50 _
Xin et al. (2021) [129] 94.32 _ 90.75 _ 92.92 _ 77.91 _ 76.24 _
Our system (CPSR) 96.58 95.43 87.37 86.46 92.94 90.11 91.26 91.68 95.23 95.23
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It is worth noting here that we achieved our best score of 96.58% of micro_F1
on the MSNBC dataset, thus slightly surpassing Hu et al.’s system [128] with
1%. We reached 92.94% of micro_F1 whereas Xin et al. [129], as a second-
ranked system, obtained 92.92% on ACE2004. However, on the Cweb dataset,
we achieved much better results with an improvement of more than 11.5% where
we reached 91.26% of micro_F1 against Xue et al. [127] with 79.65% which
represents a considerable improvement. We also acquired a good enhancement
on the Wiki dataset where we reached 95.23% of micro_F1 compared to the
second ranked system of Gong et al. [162] who reached 90.14%. Therefore, we
obtained more than 5% improvement on the F1 score. However, we noticed that
our CPSR method performed slightly less on the ACQUAINT dataset. Where
our system was ranked in the eighth position with 87.37% of micro_F1 score,
while Xue et al.’s system [127] came in the first position with 91.94% of micro_F1
score, and Hu et al.’s system [128] came in the second position with a score of
91.60%.

6.3.3 Discussion

In this study, we tested the performance of our system on seven datasets as
well as on our own test dataset, which is derived from the KDWD KB. We also
supported our study with a comparison of our CPSR system against 41 anno-
tators from the literature. At first, we tested the performance of our system on
the dataset that we prepared from the KDWD KB. Our dataset is characterized
by an average of 12.05 mentions per document, with 2856 mentions over all the
test samples. The experimental results were very significant, where we achieved
92.01% and 91.44% of micro and macro accuracy, respectively. We also com-
pared our system with two baselines that leverage the KDWD. Similarly, our
system outperformed largely these two baselines with an improvement of more
than 30% in micro-accuracy.

Furthermore, we carried out a second experiment on seven datasets com-
monly used in the NED domain, namely: AIDA /CoNLL2003-TestB, IITB,
MSNBC,AQUAINT, ACE2004, Cweb, and Wiki. We compared our proposed
CPSR solution against different ED systems taken from the state-of-the-art re-
view and then with some other approaches based on graphs. From the experi-
mental results, the improvement of our CPSR system is considerable in almost
all the datasets used in this study.
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Some particularly satisfying results were observed on the AIDA/CoNLL2003-
TestB dataset, where we achieved our best scores of 97.07% and 96.91% of
the micro and macro F1 scores, respectively. Moreover, our great enhancement
was reached notably on Cweb and Wiki datasets against state-of-the-art systems,
where we reported a gain of more than 9% around 5% over the two datasets,
respectively, while we obtained more than 11% and 5% of improvement against
the graph-based systems.

Whereas in the AQUAINT dataset, our CPSR system offers modest results
compared to other systems where we recorded a difference of more than 6% and
4% of micro-F1 score with the first ranked system of the state-of the art proposed
by Ji et al. [66] and the first one in graph-based approaches proposed by Xue et
al. [127] respectively. Regarding the IITB dataset, our system scored 83.96 % of
the micro-F1 score. Despite the slight decrease of performance results reported by
our system on the IITB dataset compared to its results with the other datasets,
our system still outperforms its competitors on the IITB dataset. This decline
may be attributed to the higher density of mentions in the IITB dataset, with an
average of 190.1 mentions per document. It is also possible that many documents
in both AQUAINT and IITB contain only a single mention, implying that the
single disambiguation component is solely responsible for disambiguation. This
suggests that collective disambiguation is not occurring, and in such cases, the
single disambiguation component might not perform as effectively.

It is worth noting that our system coped really well with the following datasets:
AIDA/CoNLL2003-TestB, MSNBC, ACE2004, Cweb, and Wiki, where we ob-
tained excellent results (more than 90% ) and we were ranked first against the
state-of-the-art systems and fourth on ACE2004. Our system doesn’t cope with
AQUAINT dataset; even though we obtained 87.37% of micro-F1 measure, we
were ranked in the sixteenth position against the state-of-the-art systems and in
the eighth position against the graph-based systems.

The creation of the name dictionary was the most challenging and time-
consuming task; some documents are not suitable for the graph approach dis-
ambiguation. In such a case, the system detects a clique that contains a small
number of mentions, and thus it disambiguates only a few mentions collectively
instead of disambiguating the maximum number of mentions in the document col-
lectively. Therefore, a large number of remaining mentions were disambiguated
singly using Algorithm 2 (disambiguation using cosine similarity).
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6.4 Conclusion
Our Named Entity Disambiguation system is fully implemented in this chap-

ter. The hardware, software, datasets, and environment used in the experiment
are the first things we lay out. We can clearly see the testing ground for our NED
system thanks to this methodical approach. Once this thorough configuration
was complete, we showed the outcomes that our system has produced.

We proved our NED system’s efficacy in a range of situations by means of an
extensive performance assessment. Results showed that our technique is highly
accurate and robust, with notable advantages over the state-of-the-art systems
in terms of accuracy.

Our NED approach has the ability to tackle the difficulties of entity disam-
biguation in a variety of datasets, as demonstrated by its effective installation
and encouraging outcomes. The knowledge gathered from this chapter provides
a strong basis for the system’s future development and practical implementation.

In the next and last chapter, we will talk about the consequences of these
findings, and look at possible directions for further research and development.



Chapter 7

Conclusion and perspectives

In this work, we propose a new system for collective entity disambiguation.
We introduced the CPSR algorithm based on clique partitioning and semantic
relatedness. Our model does not require any training, therefore it is registered
under the unsupervised category. It disambiguates mentions in the texts by
leveraging the KDWD KB, from which we constructed our own test dataset.
Our system disambiguates all the mentions in the document since the remaining
mentions from the collective disambiguation are disambiguated one by one using
the single disambiguation.

The experimental results demonstrated the effectiveness and strength of our
algorithm across a wide range of entity disambiguation datasets, comparing it
against 41 annotators from the literature. It was found that semantic relatedness
plays a very important role in the disambiguation process and offers better results
compared to the methods that use only the context-independent features. The
cliques helped to find the maximum number of mentions that have the highest
level of semantic relatedness between them. Although graph-based approaches
are computationally expensive since the graph may contain hundreds of nodes for
documents with multiple mentions, nevertheless, they produced the best results.

Based on these experiments, semantic relatedness used in conjunction with
the graph-based method has proved that it has a great impact on the NED
systems’ performance and dramatically increases their accuracy. However, the
only drawback is the size of the graph, which requires high memory to avoid
longer execution times.

In future works, we would like to refine and annotate our test dataset that we
prepared from the KDWD KB and make it publicly available so it can be used as

88
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a benchmark for NED. We also plan to use different measures to weight the edges
of our graph, like the Wikipedia Link-based Measure (WLM), which is modeled
from the Normalized Google Distance [114] and Point-wise Mutual Information
measure (PMI-like) [191] to calculate the topical coherence between Wikipedia
entities and evaluate their effectiveness within our CPSR algorithm. Also, we
aim to use Word2vec to capture the semantic relatedness between the different
candidate entities.

And for a more thorough analysis, we intend to test our system to determine
the number of iterations it needs, the average duration of each iteration, the
maximum and minimum execution times of an iteration, the total execution time,
and the frequency of calls to each branch of our algorithm regarding to the KDWD
KB. We also plan to carry out additional tests, particularly focusing on the Single
Disambiguation component, to investigate the performance decline on AQUAINT
and IITB. Although our system achieved over 80% of accuracy on these datasets,
this is considered a decrease compared to the results on the other datasets where
we achieved more than 90% of accuracy.

Moreover, we plan to accommodate additional languages to our system and
give special attention to execution time and make sure to decrease it as much
as possible. Furthermore, we plan to employ energy-efficient techniques as an
alternative to enhance the performance of our model [192–194]. With all these
perspectives, we intend to employ Large Language Models (LLMs) [195], which
are revolutionizing the entity linking field with their ability to comprehend con-
text, handle massive volumes of data, and learn from extensive datasets.
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Abstract
Disambiguating name mentions in text is a crucial task in Natural Language Processing, especially in entity 
linking. The credibility  and efficiency of such systems  largely depend on this task. For a given  name entity

mention  in  the  text,  there  are  many  potential  candidate  entities that may  refer  to  this  mention  in  the 
knowledge  base.  Therefore,  it  is  very  difficult  to  assign  the  correct  candidate  from  the  whole  candidate

entities set to this mention. To solve this problem, collective entity disambiguation is a prominent approach. 
In this thesis we present a new algorithm called CPSR for collective entity disambiguation which is based on

the graph approach and semantic relatedness. A clique partitioning algorithm  is used to find the best clique 
that  contains  a  set  of  candidate  entities.  These  candidate  entities  provide  the  answers  to  the  corresponding

mentions in the disambiguation process. To evaluate our algorithm, we carried out a series of experiments on 
seven  well-known  datasets  namely,  AIDA/CoNLL2003-TestB,  IITB  ,MSNBC,  AQUAINT,  ACE2004,

Cweb  and  Wiki.  The  Kensho  Derived  Wikimedia  Dataset (KDWD)  is  used  as  the  knowledge  base  for our 
system.  From  the experimental  results  our  CPSR  algorithm  outperforms  both  the  baselines  and other  well

known state of the art approaches.

 

Keywords: Named Entity Disambiguation, PartitioniCliquelinking,Entity Relatedness,Semanticng,

Graph-Based Approaches. 

 

Résumé 

Désambiguïser les mentions de noms dans le texte est une tache cruciale dans le traitement du langage 

naturel, en particulier dans la liaison d’entités. La crédibilité et l’efficacité ́e de ces systèmes dépendent 

largement de cette tâche. Pour une mention d'entité donnée dans le texte, il existe de nombreuses entités 

candidates potentielles qui peuvent faire référence à cette mention dans la base de connaissances. Par 

conséquent, il est très difficile d’affecter le bon candidat à partir de l’ensemble des entités candidates 

définies à cette mention. Pour résoudre ce problème, la désambiguïsation des entités collectives est une 

approche importante. Dans cette thèse, nous présentons un nouvel algorithme appelé CPSR pour la 

désambiguïsation d’entités collectives qui est basé sur l’approche graphique et la relation sémantique. Un 

algorithme de partitionnement de clique est utilisé pour trouver la meilleure clique qui contient un ensemble 

d’entités candidates. Ces entités candidates fournissent les réponses aux mentions correspondantes dans 

le processus de désambiguïsation. Pour évaluer notre algorithme, nous avons effectué une série 

d’expériences sur sept ensembles de données bien connus, à savoir AIDA/CoNLL2003-TestB, IITB 

,MSNBC, AQUAINT, ACE2004, Cweb et Wiki. Le Kensho Derived Wikimedia Dataset (KDWD) est 

utilisé comme base de connaissances pour notre système. A partir des résultats expérimentaux, notre 

algorithme CPSR surpasse à la fois les lignes de base et d’autres approches de pointe bien connues. 

 

Mots clé: Désambiguïsation d’entité nommée d’entitliaison, é partitionnement,  relationclique,de

sémantique, approches basées sur des graphes. 

 ملخص

وتعتمد مصداقية وكفاءة هذه  .يعد توضيح ذكر الأسماء في النص مهمة حاسمة في معالجة اللغات الطبيعية، خاصة في ربط الكيانات

بالنسبة لكيان اسم معين مذكور في النص، هناك العديد من الكيانات المرشحة المحتملة التي  .الأنظمة إلى حد كبير على هذه المهمة

ولذلك فإنه من الصعب جداً تعيين المرشح الصحيح من بين كافة الكيانات المرشحة  .الذكر في قاعدة المعرفة قد تشير إلى هذا

 نقدم في هذه الدراسة خوارزمية جديدة تسمى .ولحل هذه المشكلة، يعد توضيح الكيان الجماعي نهجًا بارزًا .المحددة لهذا الذكر

 

       

   

  

 

 CPSRلتوضيح الكيان الجماعي والتي تعتمد  على نهج الرسم البياني والارتباط  الدلالي .يتم استخدام خوارزمية تقسيم المجموعة
للعثور  على  أفضل  مجموعة  تحتوي  على  مجموعة  من  الكيانات  المرشحة .توفر  هذه  الكيانات  المرشحة  الإجابات  على  الإشارات

 المقابلة في عملية توضيح الغموض .لتقييم الخوارزمية الخاصة بنا، أجرينا سلسلة من التجارب على سبع مجموعات بيانات معروفة
وهي AIDA/CoNLL2003-TestB و IITBو MSNBCو AQUAINTو ACE2004و Cwebو .Wikiيتم  استخدام

مجموعة  بيانات  ويكيميديا المشتقة  من Kensho  (KDWD) كقاعدة  معرفية  لنظامنا .من  النتائج  التجريبية،  تتفوق  خوارزمية

CPSRالخاصة بنا على كل من خطوط الأساس وغيرها من الأساليب الحديثة المعروفة .

الكلمات المفتاحية توضيح الكيان المسمى، ربط الكيان، تقسيم المجموعة، الارتباط الدلالي، المقاربات القائمة على الرسم البياني.

 


	Abstract
	Résumé
	Arabic
	Preface
	Contents
	List of Tables
	List of Figures
	Introduction and motivation
	Introduction
	Motivation
	Challenges
	Application

	Entity linking or Named entity disambiguation
	Problem definition

	Aim and objectives of the research
	Research contributions
	Research questions
	Structure of the thesis

	Background on entity linking
	Introduction
	Knowledge base
	Entity linking system modules
	 Candidate Generation module
	Candidate Ranking module
	 Unlinkable Mention Prediction

	Semantic relatedness
	Entity linking methods
	Evaluation criteria
	Conclusion

	Related work
	Introduction
	 State of the art of Entity linking
	Single named entity disambiguation approaches 
	Collective named entity disambiguation approaches

	Position of the current work
	Conclusion

	Research methodology
	Introduction
	Identification of needs
	Problem definition
	Data collection and preparation
	Design of the proposed system
	System implementation and evaluation
	Conclusion

	Contributions and methods
	Introduction
	Proposition of an iterative clique partitioning algorithm CPSR
	Clique concept
	Candidate Entity Generation module
	Candidate Entity Ranking module

	Conclusion

	Implementation and Evaluation
	Introduction
	Implementation
	Experiments
	Experimental settings
	Experimental results
	Discussion

	Conclusion

	Conclusion and perspectives
	Bibliography



