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Résumé

Le machine learning devient nécessaire, ce dernier consiste a
créer des systemes qui apprennent ou ameliorent les performances
en fonction des données qu’ils traitent, c’est un outil d’aide a la
décision grace a son pouvoir de prédiction .

Dans notre projet, nous nous concentrerons sur I’analyse des
sentiments dans les réseaux sociaux, plus précisément sur la plate-
forme Twitter, dans le contexte de la pandémie de coronavirus.
Notre objectif principal sera de déterminer la tonalité émotion-
nelle des discours des utilisateurs en classifiant leurs messages
dans trois catégories principales : positif, neutre et négatif .

Nous utiliserons des techniques d’apprentissage automatique et
de traitement du langage naturel pour classifier les tweets nous
combinerons les techniques d’apprent-issage automatique , telles
que le modele Long Short-Term Memory (LSTM) avec I’algorithme
Elephant Herding Optimization (EHO),

Mots clés : analyse de sentiments ,classification, coronavirus,

opinions, pandémie, réseaux sociaux,twitter, EHO,LSTM,NLP.
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Abstract

Machine learning becomes necessary. consists in creating
systems that learn or improve performance according to the data
they process. It is a decision-making tool thanks to its predictive
power.

In our project, we will be focusing on the analysis of of senti-
ment in social networks, more specifically on the Twitter platform,
in the context of the coronavirus pandemic. Our main objective
will be to determine the emotional tone of users’ discourse by clas-
sifying their messages into three main categories: positive, neutral
and negative .

We will use machine learning and natural language process-
ing techniques to classify tweets. We will combine Long Short-
Term Memory (LSTM) model with Elephant Herding Optimiza-
tion (EHO) algorithm, .

keywords: sentiment analysis ,classification, coronavirus,opinions,
pandemic, social networks, twitter , EHO,LSTM,NLP
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Chapter 1

General Introduction

1.1 Introduction

Nowadays, Artificial Intelligence (AI) has become increas-
ingly prevalent in our daily lives, with a wide range of applications,
such as personal assistants like Siri and Alexa, industrial robots,
safety monitoring systems, and healthcare applications. Research
on Al is also ongoing, with ambitious projects aimed at creating
machines capable of understanding natural language, reasoning

logically, and simulating human consciousness.

Sentiment analysis is a branch of Al,which is a data mining
method that uses natural language processing (NLP) techniques
to extract information about people’s opinions, feelings and emo-
tions from texts such as social media messages, blogs and online
comments.

Sentiment analysis is the examination of people’s opinions, feel-
ings, evaluations, appreciations, attitudes, emotions and personal
preferences towards entities such as products, services, organiza-

tions, individuals, issues, events, subjects and their attributes. It
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aims to get users feelings about specific events or topics, which
makes it possible to complete the textual analysis of feelings. Sen-
timent analysis is a powerful tool for understanding people’s per-
ceptions and reactions to different elements, which can help busi-
nesses, organizations and decision makers make informed deci-
sions. Using advanced techniques and algorithms, sentiment anal-
ysis allows valuable information to be extracted from large amounts
of textual data, making it easier to understand trends, dominant
opinions and overall feelings of a given audience. This approach is
widely used 1n areas such as marketing, online reputation manage-
ment, business intelligence, crisis management, and many more.
Sentiment analysis provides a valuable perspective on how people
perceive and respond to different aspects of our world, allowing
for more informed decision-making and a better understanding of

user needs and expectations.

With the advent of COVID-19, sentiment analysis has become
even more important in smart cities. Lockdowns and radical changes
in our way of life have had a significant impact on the mental health
and well-being of citizens. Smart cities can use sentiment analy-
sis to understand how people perceive the situation and how they
adapt to the changes taking place. Data from the sentiment analy-
sis can help authorities make informed decisions on how to support

communities most affected by the pandemic.
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1.2 Problematic

Sentiment analysis can be applied to gain a comprehensive
understanding of Twitter users’ opinions and emotions regarding
COVID-19. By analyzing the content of tweets, it becomes possi-

ble to distinguish between negative, positive, and neutral feelings.

To perform sentiment analysis, natural language processing tech-
niques can be employed to extract key features from tweets, such
as words, phrases, or emojis, which indicate sentiment. Machine
learning algorithms can then be trained using labeled data to clas-

sify tweets into negative, positive, or neutral categories.

By examining the sentiment of tweets, it becomes feasible to
identify the prevailing public sentiment towards COVID-19. This
information can be valuable for various purposes, including mon-
itoring public opinion, tracking the effectiveness of public health
measures, identifying areas of concern, and evaluating the impact

of communication strategies.

1.3 Objectives and contributions

The aim of this thesis is to detect the sentiments of Twitter
users and their positive, negative or neutral opinions on covid-19
in smart cities. To achieve our goal, we use different techniques
and approaches.

Towards evaluating citizen sentiments for smart city services,
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our research findings make the following contributions.

» We reviewed the most important works related to sentiment
analysis in smart cities.

» We developed an effective deep convolutional network archi-
tecture for tweet sentiment analysis.

* We employ Herding Elephant Optimization (EHO) algorithm

to choose the best features for deep learning algorithms

1.4 Methodology

In particular, our work 1s based on the following steps:

1.Present Research and analysis step: a state of the art of the
different technologies and methods proposed in the framework of
the analysis of feelings and comparison of the advantages and dis-
advantages of each approach proposed in each paper.

2. Solution proposal step: propose an efficient solution to the
problem.

3. Implementation and experimentation step: how the proposed

system works.
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Chapter 2

Sentiment analysis and smart cities

2.1 Introduction

The development of information and communication tech-
nologies has led to the emergence of smart cities. These cities
integrate advanced digital systems to improve residents’ quality
of life and optimize resource management. One of the key areas
of the smart city concept is sentiment analysis, a technique aimed
at understanding and measuring people’s emotions and opinions
on a large scale. Sentiment analysis plays an essential role in the
context of smart cities, enabling authorities to understand citizens’
opinions and feelings.

This contributes to a better quality of life, informed decision-

making and more participative governance.

2.2 Sentiment analysis
2.2.1 Definition

In Merriam-Webster’s Collegiate Dictionary, a feeling is defined

as an attitude, thought or judgment encouraged by a sensation.
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Sentiment analysis: also referred to as opinion mining extrac-
tion, sentiment mining, subjectivity analysis, affect analysis, emo-
tion analysis, review mining, appraisal extraction, is an natural
language processing approach (NLP) that identifies the emotional
tone behind a body of text. This is a popular way for organizations
to determine and categorize opinions about a product, service or
idea, at the beginning of the 2000s. The origins of sentiment anal-
ysis refer to the sciences of psychology, sociology and anthropol-

ogy, which focus on human emotions[1][2].

2.2.2 Sentiment Analysis Types

There are several types of sentiment analysis so we will cover

the most important ones[1][2].

*Detailed sentiment analysis:

Instead only talking about the negativity or positivity of the sen-
tence, a good example is Google’s 5-star rating system. It’s nice
when people take the time to write a basis for their star ratings, but
if you only have stars to analyze, you can read them like this:

5 tars = very positive.

4 stars = positive.

3 stars = Neutral.

2 stars = negative.

1 star = very negative.
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Some systems have also given different polarity classifications
by identifying whether the positive or negative feeling is associ-
ated with a particular feeling, such as anger, sadness, or worries

(feelings) or happiness, love, or excitement (Positive feelings).

Emotion detection :

Most of the emotion detection systems are based on the use of
sentiment lexicons or complex machine learning algorithms, this
type of sentiment analysis helps identify the emotions that cus-
tomers express in their comments, ranging from joy and satisfac-

tion to anger and frustration etc.

For example, sites like The Athletic allow readers to comment
on articles, but also offer a simpler "what do you think of this

story” feedback option.

*Aspect-Based Sentiment Analysis:

In this type, the results are more detailed, interesting and precise
because the aspect-based analysis examines in detail the informa-

tion contained in a text.

For example, a customer may often visit a company’s website
to initiate a service call viaa CHATBOT. To determine where they
should be directed, the BOT will ask "How can I help you?” Cus-
tomers will enter things like ”The picture on my TV is too dark™ or
’I need to cancel my streaming subscription because there are too
many errors”, such content is an obvious problem with the prod-
uct or service and should be flagged as negative and corrected to

improve the user experience.
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2.2.3 Sentiment analysis challenges

Sentiment analysis, also known as opinion mining, involves
analyzing text data to determine the sentiment or subjective infor-
mation expressed within it. While sentiment analysis offers valu-
able insights into public opinion, it also presents several challenges
that need to be addressed. Some of the key challenges in sentiment
analysis include:[2].

*Context and Polarity:

Algorithms struggle to understand context. If humans can un-
derstand the context of an interaction, this can be an obstacle for
an algorithm. Therefore, the algorithm will need to be configured
to include a context component for messagesFor example:

If the question is ”What did you like?” the first answer will
be positive and the second negative, But if the question is “What
didn’t you like?” the meaning of the two answers changes com-
pletely. Pre-processing or post-processing will therefore be im-
portant so that the machine understands the context that may have
caused certain responses. Nevertheless, it remains a difficult task.

*Determine subjectivity and tone:

Tone analysis can be simple or complex, depending on the words
used. Human interactions can be implicit or explicit, and subjec-
tive or objective, which is difficult for algorithms to judge. If we

look at these two examples:
Ex 1: The wallpaper is beautiful.
Ex 2: The wallpaper is white.

We can estimate that the feeling is positive for the first sen-
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tence and neutral for the second. All predicates (adjectives, verbs,
nouns, etc.) should not be treated in the same way when analyzing
the sentiment in a sentence. Here, the term “beautiful” is much
more subjective than the term “white”.

Identify sarcasm and irony:

People express their negative feelings using positive words, which
can be difficult for machines to detect without having a thorough
understanding of the context in which a feeling was expressed. For
example, if we take the answer to the question:

“Did you enjoy your experience on our site?”.

”Yes of course! There are no bugs!”

Here, at first glance, it would seem that the answer is yes. How-
ever, we could very well see irony in it and understand the oppo-
site. The problem is that we have no textual clue that can help the
machine learn or, at least, question the real feeling behind this sen-

tence.

*Neutral posts:

Another issue is neutral posts, which are not categorized. How

does the algorithm handle neutral messages?.

2.2.4 Sentiment analysis application

The importance of sentiment analysis exists in many fields, and a
number of applications have emerged in this context. Let’s briefly

mention few applications[1]:
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Policy:

Before a new law 1s made, politicians try to get the opinion of
social media users on the law.

Economy:

The customer asks for the opinion of other people who are using
the product before buying it, companies can know the opinion of
customers on their products or services to make changes.

Education:

Sentiment analysis helps teachers and schools take corrective

action.

2.3 Smart cities
2.3.1 Definition

In this part we will discuss the concept of smart cities because
it tends to be the model that is the most common and least under-
stood by no specialist audiences, for this becoming a smart city
means bringing together all available technologies and resources
develop city centers in smart and coordinated manner once inte-
grated, livable and sustainable.

According to ICLEI, a smart city is one that willing to make
a difference challenging conditions for a healthy and happy com-
munity that may affect global, environmental, economic and social
trends bring|[3].

The concept of smart cities dates back to the 1960s and 1970s,
when the Community Analysis Bureau began using computer databases,

cluster analysis and infrared aerial photography to collect data,
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generate reports and direct resources to areas where they needed
to fight the most to avoid potential disasters and poverty reduc-
tion. Since then, three different generations of smart cities have
emerged[4].

Smart Cities 1.0 are spearheaded by technology providers. This
generation is focused on the implementation of technology in cities,
even though communities do not fully understand the potential im-
pact of technology or the impact it may have on everyday life[4].

Smart City 2.0, on the other hand is led by cities. In the second
generation, forward thinking leaders within the community help
define the future of the city and how it can be shaped using smart
technology and other innovations[4].

Cities around the world are at various stages of developing and
implementing smart technologies. However, there are a few that
are ahead of the curve and leading the way to creating fully smart
cities. These include[4]:

 Barcelona, Spain.

* Columbus, Ohio, USA.

* Dubai, United Arab Emirates.

* Hong Kong, China.

 Kansas City, Missouri, USA.

* London, England.

* Melbourne, Australia.

* New York City, New York, USA.

* Reykjavik, Iceland.

 San Diego, California, USA.

* Singapore.
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* Tokyo, Japan.
» Toronto, Canada.

* Vienna, Austria.

2.3.2 Advantages

A smart city is a sign of development and entrepreneurship,
which in turn represents a major advancement for the world and
the country in which it is located. Their main advantages include
[5]:

- Effective decision-making based on data.

- Create a safe community.

- Improve urban transportation.

- Improve the environment through various systems.

- Optimize time in hospitals and public services.

- Evolution of the Internet of Things (IoT).

- Realize new business opportunities.

- Create services that better meet the needs of citizens.

- Lower economic and natural input costs .

2.3.3 Disadvantages

However, despite the many benefits they offer, smart cities
also have some disadvantages which are[5]:
- Significant capital investment is required for the technology.
- Dependence on technical service companies.
- Real estate gets more expensive because it’s harder to build

and execute.
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- A wider technology gap is opening between smart cities and
other cities.

- E-waste has increased significantly .

2.3.4 Smart City Challenges

Smart cities have many advantages, but there are also chal-
lenges that need to be overcome. These include government offi-
cials, allowing broad citizen participation. The private and public
sectors also need to coordinate with residents so that everyone can
make a positive contribution to the community.

Smart city projects must be transparent and accessible to citi-
zens through open data portals or mobile applications. This al-
lows residents to engage with the data and perform personal tasks
such as paying bills, finding efficient transportation, and assessing
energy usage in the home.

This all requires a reliable and secure data collection and storage
system to prevent hacking or misuse. Smart city data also needs
to be anonymized to avoid privacy concerns.

The biggest challenge may be connectivity, because of the thou-
sands or even millions of IoT devices that need to connect and
work together. This allows services to be pooled together and con-
tinuously improved as demand increases.

In addition to technology, smart cities must also consider social
factors, creating a cultural fabric that is attractive to residents and
provides a sense of home. This is especially important for cities

that are being built from the ground up and need to attract residents
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[5].

2.4 Conclusion

Sentiment analysis can play an important role in smart cities
by measuring citizens’ opinions and feelings about various topics
such as municipal services, quality of life, security, etc. This infor-
mation can be used to inform policy decisions and improvements
to the city. Moreover, sentiment analysis can also be used to moni-
tor the reputation of the city and detect problems early. Finally, by
combining sentiment analysis data with other data sources, cities
can improve the efficiency of their services and strengthen their
engagement with citizens.

In this chapter, we have presented the fundamental concepts of
sentiment analysis with a special focus on smart cities and their
concepts as well, and some examples of them.

The next chapter is devoted to the state of art with details on the

studied papers, methodologies and tools.
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Chapter 3

State of the art

3.1 Introduction

Over the past three years, humanity has faced a series of ma-
jor challenges due to the emergence of potentially fatal viruses
and diseases. One of the most striking examples is the global out-
break of the disease known as Corona or COVID-19. This virus,
which was initially identified in 2019, has spread rapidly around
the world, with considerable health, economic and social conse-

quences.

In this chapter, our focus is on reviewing existing works that
specifically address sentiment analysis for the management of health
crises. We aim to provide a comprehensive overview of the re-
search conducted in this area and compare the different approaches
based on established criteria.

We start by conducting an extensive literature search, includ-
ing academic papers, conference proceedings, and relevant reports
from reputable sources. Our search is guided by specific key-
words related to sentiment analysis, health crises, and management

strategies.
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After gathering a substantial number of potential works, we per-
form a rigorous screening process to select the most relevant ones.
We consider factors such as the publication’s relevance to our re-
search topic, the quality of the methodology employed, and the
significance of the findings.

Once the final set of works 1s determined, we proceed to ana-
lyze them in detail. For each selected work, we provide a summary
that highlights the key aspects of the approach used, including data
sources and sentiment analysis techniques. Additionally, we iden-
tify the specific health crises addressed in each study and discuss
the management strategies proposed.

To compare the different works, we establish specific criteria
that are relevant to sentiment analysis for health crisis manage-
ment. These criteria may include accuracy of sentiment classifi-
cation, scalability of the approach, real-time analysis capabilities,
integration with other data sources, and practical applicability in
crisis situations. We assign scores or rankings to each work based

on how well they meet these criteria.

3.2 Related works

In this section, we present the main research works related to

sentiment analysis in the context of COVID-19:

Zunera and al.[6], are speaking about analysis of sentiments in
the period of COVID-19 using Social media like Twitter (twitters)
and use a data set COVIDSenti consists of 90,000 tweets which
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is divided into three subsets of data. (COVIDSENTI A contains
tweets regarding the measures taken by government authorities to
protect people and COVIDSENTI B mainly concerns four top-
ics COVID-19 disasters, maintaining social distance, confinement
and staying at home, The COVIDSENTI C is a collection of tweets
about COVID-19 cases, outbreaks and advice to stay at home), the
proposed approach is divided into four phases.

1- Data preprocessing

2- keyword trend analysis

3- Feature extraction

4- Ranking methods

Then they proposed other methods based on precision and used
different conventional methods: count-victories, TF-IDF, differ-
ent models based on word embeddings like Word2Vec, fast Text

and Glove.

Nifula and al . [7], this paper proposes an approach based on
Data Acquisition (Dataset-I Dataset-II was obtained from Kaggle).
They applied the analysis with machine learning and deep learning
with different algorithms (logistic regression, support vector ma-
chine, decision tree, random forest, Naive Bayes, k-nearest neigh-
bors, and XGBoost.) at the end of this article a comparison is made
between the real cases that have been declared in hospitals and that

have to be published on Twitter.

chandra and al.[8], they have presented a study with new deep

learning models for sentimental analysis during the rise of COVID-
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19 infections, uses twitters (10,000 tweets and emotional symbols
(EMOIJI)) from India. They are proposed a method with LSTM
and BERT language models and for the analysis done with deep
learning follows a series of steps:

1. Extracting tweets.

2. Pre-processing tweets.

3. Model Development and Training Using LSTM, BD-LSTM
and BERT.

4. Prediction using selected COVID-19 data for LSTM, BD-
LSTM and BERT models with GLOVE integration.

Mohammed and al.[9] ,The study of sentiment analysis in this
paper aims to understand public health by analyzing the sentiment
and topic modeling of Indonesian public conversations on Twit-
ter about the COVID-19. It proposes an approach based on Tweet
Data Acquisition and Pre-processing, the data in this method was
obtained from the Twitter streaming API.They applied text mining
and machine learning with its four different algorithms (Gaussian
Naive Bayes, Multinomial Naive Bayes, Support Vector Machine
and Random Forest), the result with these algorithms are inter-
pretable and understandable. From the discussion, we can con-
clude that according to Twitter data, most Indonesian citizens have
a bigger concern on economic problems rather than health prob-

lems.

Chhinder and Anand [10], this paper aims to analyze people’s

opinions towards corona virus pandemic from all over the world
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using machine learning techniques on Twitter about the COVID-
19. They have applied Bigram, Unigram, Bow and Tfidf features
for effective feature extraction and machine learning Techniques.
Furthermore, different classifiers: Naive Bayes, Support Vector
machine, logistic regression and random forest were used to com-
pare the different models performance. From the result we can
conclude that people are vigilant and hope of reducing the effects

of corona virus.

Priya and al . [11], in this paper they have applied machine
learning algorithm (Naive Bayes Classification). From the result
we can conclude that people are very aware of government poli-
cies, safety measures, their symptoms and precautions to take dur-
ing this time. They followed and maintained social distance and

sanitizing methods very well.

Malak and al.[12], the study of sentiment analysis in this paper
aims to analyze Twitter data to examine public attitudes, concerns,
and thoughts about the COVID-19 pandemic. It proposes an ap-
proach based on Tweet Data Acquisition and Pre-processing, the
data in this method was obtained from Twitter. They have applied
a set of ML classification algorithms such as SVM, RF and XGB
to classify the tweets as positive, negative, or neutral.

They examined the performance of SVM, RF, and XGBoost
for feature extraction using N-grams and TF-IDF. They also ana-
lyzed the effect of using binary classification (positive or negative)

and tertiary classification (positive, negative or neutral). Research
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shows that XGBoost outperforms SVM and RF in analyzing sen-
timent as it achieves 90 accuracy in binary class datasets with un-
igrams and bigrams. Also, they say that binary classification per-

forms better than multiclass classification.

Phil [13], the study of sentiment analysis aims to know the po-
larity of Nepali people. The data were collected from 21 May 2020
to 31 May 2020 using the Twitter API and the Tweepy library for
Python. To collect 615 tweets from people whose location was de-
termined to be Nepal they applied the TextBlob library of python
sentiment analysis.

They have applied Naive Bayes model. The results show that
whole 58percentage of people published positive tweets, while
only 15 percentage of the tweets were negative. Nevertheless the
neutral tweets were about 27percentage. From this study, we can
say that people’s reactions when they post their feelings on social

media change from day to day.

Alamoodi and al.[14] , the article is a chapter book of expert
system with application, was published April 1, 2021 .they are giv-
ing the importance of social media platforms, because people use
their applications and spend excessive hours on these media, es-
pecially in the period of epidemics and disease outbreaks.

They used three methods, the first Lexicon-based model: more
than 80,000 tweets with Apache HADOOP an analysis of feel-
ings positive and negative and neutral, and the 2nd approach is the

Models based on ML (decision trees, k-nearest neighbor, support
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vector machines and naive bayes, link regression) and the SVM
approach with different result for each disease, The third method
Hybrid models uses ML, SVM, and NB techniques. At the end
COVID 19 an infectious disease remains unclear as its literature
and cases proliferate massively; therefore, it is almost impossi-
ble to report updated information. Moreover, accurate information

can only be obtained at the end of the pandemic.

Dharmendra and al.[15], present some Machine Learning Tech-
niques like, Random Forest Classifier and Multinomial Naive Bayes
(MNB), Logistic Regression, Support Vector Machine, Based on a
Review of Related Work; they propose an approach for analyzing
and predicting Twitter data with the algorithm called Sentiment
Analysis of Twitter social media Data (SATD) and the three types
of feelings. Neutral Sentiment, Positive Sentiment, Negative Sen-
timent. ,and the five ML models such as Random Forest Classifier,
Multinomial NB Classifier, Logistic Regression, Support Vector

Machine and Decision Tree.

In conclusion, the article demonstrates how effective machine
learning is in analyzing feelings about COVID-19 social media
data. This approach could be used to track changing user attitudes
and opinions about the pandemic and help identify new issues in
the response to COVID-19.
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3.3 Comparative table

In this section, we compared the proposed approaches, which
relate to the analysis of sentiments in health crises in a table. This
table shows six columns.

- Column 1 “Approach “: presents the names of the writers.
- Column 2: present the dataset uses .
- Column 3 “Accuracy’: the result that is obtained from each of
the approaches.
- Column4”Technique”: Present the machine learning techniques
and algorithms used.
- Column 5: Inconvenient of the technique used .

- Column 6: Advantage of the technique used.
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Approach | Dataset Accuracy Tech- | Inconvenient Advantage
nique
Zunera -COVID- Gain(Glove) KNN | 1-Sentiment anal- | 1-The technique
and all[6] Sent COVIDSenti=0.97 % LR ysis in a single so- | used simple and
-COVID- Gain(XGB): En- cial network. easy.
SENTI A | COVIDSenti=4.41 % sem- | 2-lack of preci- | 2-Does not re-
-COVID- Gain(multi-depth): ble sion. quire a lot of data
SENTI COVIDSenti=2.58 % or model
B
Zunera COVIDSent | XGB(vectoriseur): KNN | 1- Sentiment | 1-Add the preci-
and all[6] COVID- COVIDSenti=89.81% | LR analysis in a | sion.
SENTI A | XGB(TF- En- single social | 2- The technique
COVID- IDF):precision sem- | network (twitter). | used is simple and
SENTI B | COVIDSenti= 88.46 % | ble easy.
COVID- XGB(word2vec):
SENTI COVIDSenti=97.17 %
C
Nifula and | DATASET- | ML=The accuracy is | -L.R | I-Sentiment anal- | 1-easy and effi-
all [7] I more than 90% in | - -NB | ysisinasingle so- | cient training of
DATASET- | Random Forest with al- | -k- cial network. different models
II gorithms bag-of-words | NN - | 2-very difficult to | thanks to already
and TF-IDF DL= The | Decisiorchoose the struc- | labeled data.
accuracy i1s more than | Terr | ture. 2-efficiently cap-
99 % in word2vec with | -RF 3- The analysis is | tures the semantic
algorithms CNN and | -XG | done justin some | and  arithmetic
LSTM word- | state of USA. properties of a
2vec word.
chandra Senwave 60 % singular feeling | word2- 1- the analysis is | 1-The dimension-
end all [8] 5 % of tweets have two | vec done just in some | ality of the vector
sentiments attached to state of India. space to be con-
them 14 % have no feel- 2- very far from | structed.
ings attached to them perfect. 2- quick to train
and run.
Mohammed| Text docu- | Support Vector Ma- | -K- 1- SVM algo- | I-SVM is more
and all [9] | ments Twit- | chine = the accuracy | NN. | rithm is not | effective in high
ter stream- | is 81 %. Naive Bayes | - suitable for large | dimensional
ing API = the accuracy is 74 % | SVM. | data sets. spaces.
Random Forest= the | - 2-SVM does not | 2-SVM is rela-
accuracy is 68 % K-NN | Naive | perform very well | tively  memory
=the accuracy is 66 % | Bayes.| when the data set | efficient.
- RF. | has more noise.

Table 3.1: State of the art of related works
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Approach | Dataset Accuracy Tech- | Inconvenient Advantage

nique

Chhinder | NLTK -Support vector ma- | SVM. | 1-In cases where | 1-SVM  works

and Anand | library chine=the accuracy is | LR. the number of | relatively  well

[10] Tweeter’s 94.16 %. -Logistic re- | RFC. | features for | when there is
data set | gression= the accuracy | NB. each data point | a clear margin
Tweeter is 91.52%. -Random exceeds the num- | of separation
Scraper forest classifier= the ber of training | between -classes.

accuracy 1s 90.13 %. data samples, | 2-SVM is ef-

-Naive  bayes= the the SMV will | fective in cases

accuracy 1875.99 % . underperform. where the number
of  dimensions
is greater than
the number of
samples.

Priya and | SS-Tweet -Naive Bayes= the | Naive | 1-Its estimations | 1-It works

all [11] data  set. | accuracy is 70-The | Bayes | can be wrong in | quickly and can
Labeled percentage of positive some cases, so | save a lot of time.
data  set. | tweets is 30%. -The you shouldn’t | 2-It is suitable
Tweeter percentage of negative take its probabil- | for solving multi-
data. tweets 1s 16 %. -The ity outputs very | class prediction

percentage of neutral seriously. problems.
tweets is 56 %.

Malak and | Twitter *SVM  +( -unigram | SVM | 1-Long training | 1-It has excellent

all[12] dataset 87%. -bigram 88 %. | RF time for large | generalization

-unigram +TF-IDF | XGB | data-sets. capability  with
88%. -bigram +TF- 2-A large number | high prediction
IDF 86%. <RF + ( - of trees can make | accuracy.
unigram 78 %. -bigram the algorithm too | 2-It  automates
71 %. -unigram +TF- slow for real-time | missing  values
IDF 78%.  -bigram predictions. present in the
+TF-IDF 72 %. *XGB 3-It does not | data.

+ ( -unigram 90 %. - perform so well | 3-Itis highly flex-
bigram 90 %. -unigram on spare and | ible.

+TF-IDF 88 %. - unstructured

bigram +TF-IDF 88 %. data.

Phil [13] the Twitter | -58 %of people pub- | - I- It assumes | 1- It doesn’t
APl  and | lished positive tweets. | Naive | that all predictors | require as much
the Tweepy | -15% of the tweets | Bayes | are independent, | training data.
library for | were negative. -27 % of | model | rarely happening | 2- It handles both
Python the tweets were neutral. in real life. continuous  and

2- Its estimations. | discrete data.
3- can be wrong
in some cases.

Table 3.2: State of the art of related work (continued)
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Approach | Dataset

Accuracy

Tech-
nique

Inconvenient

Advantage

Alamoodi
and all [14]

Datasetl(a)
Dataset2(b)

Datasetl(a) : Precision
Neutral Class Senti-
ment : NB = 0.93%
Positive Class Senti-
ment : Random Foerst=
0.8 %. Negative Class
Sentiment : NB=1%
Dataset2(b) Pre-
cision Neutral Class
Sentiment : Decision
Tree=0.7 % Posi-
tive Class Sentiment
Random Foerst=
0.85 % Negative Class
Sentiment : Random
Foerst=0.85 %

NB,
LR,
Sup-
port
Vec-
tor,
Deci-
sion
Tree

1- Cannot be used
to solve nonlinear
problems.
2- Takes
time.

more

1- Quickly pro-
cess large quanti-
ties.

Dharmendra Twint
and all [15]

The precision
Random Forest
Classifier=0.97 %
Multinomial NB Clas-
sifier= 0.98 % Logistic
Regressio=0.96 % Sup-
port Vector Machine
=0.97 % Decision
Tree=0.98 %

SATD

NB,
LR
Deci-
sion
Tree

1-Need
human input.

for

I- The SADT
method is fast
and efficient in
the analysis of
large volumes of
Twitter data.

Table 3.3: State of the art of related work (continued)

The aim of the study was to analyze the data and achieve im-

proved precision, recall, and accuracy in sentiment analysis. Vari-

ous approaches, including Machine Learning and semantics, were

employed, considering multiple factors.

Several techniques, such as Text Mining and Web Scraping,

were utilized, along with supervised learning methods like SVM,
Naive Bayes, and Hybrid SVM-CNN. This approach offers no-

table advantages for sentiment analysis, including easy interpretabil-

ity and efficient computation of results. The utilization of different

algorithms leads to enhanced performance and response time, ul-
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timately increasing the robustness of the evaluation system. How-
ever, these approaches also have limitations, such as the reliance
of sentiment classification on data size.

Our proposed solution leverages the Elephant Herding Opti-
mization (EHO) algorithm in conjunction with Long Short-Term
Memory (LSTM) classification to enhance sentiment analysis for
tweets. By integrating these techniques, our goal is to achieve
higher performance and accuracy in analyzing sentiments within

the context of tweets.

3.4 Conclusion

In this chapter, we have reviewed the state of the art of the
main contributions in the field of sentiment analysis. We have syn-
thesized all related work and presented it in a table, highlighting
the main points of each approach. For each work, we have added
a brief paragraph summarizing its main points. This literature re-
view enables us to situate our research in relation to existing work,
and to 1dentify gaps and opportunities for our approach.

In the next chapter, we will detail our specific approach and the
various steps we will follow. We will explain in detail our method-
ology, the techniques we will use and our approach to sentiment

analysis.
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Chapter 4

Contributions

4.1 Introduction

Sentiment Analysis is that branch of Natural Language Pro-
cessing (NLP) that analyses textual data online by returning infor-
mation on user opinions. It has a wide range of applications.

Sentiment analysis from data streams aims to identify user atti-
tudes, emotions, and opinions from text in real time. In our case,
it allows researchers and authorities to understand how people feel
about the Covid-19 health crisis or simply about the corona virus.

Sentiment Analysis in smart cities is to integrate technological
innovation with people’s daily lives, promoting sustainability and
quality of life.

The aim 1s to monitor the level of citizen’s satisfaction. In this
way, it 1s possible to make more analyses that are accurate and im-
plement strategies that improve services and quality of life. Over
time, various views related to the outbreak have been discussed on
social networking platforms such as Twitter and Facebook.

The objective of this project is to help fill the void by review-

ing the state of the art, challenges and opportunities of sentiment
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analysis platforms, architectures and applications for the smart city
application domain. Furthermore, the aim 1s to propose novel ap-
proach software supported for sentiment analysis in smart cities
for healthcare crisis.

In this chapter, we present in detailed our approach for sentiment
analysis in smart cities. We describe the different steps involved
in extracting and processing tweets to classify them according to

their polarity.

4.2 Approach steps

The COVID-19 pandemic has affected millions of lives around
the globe and as a major issue affecting the health of people around
the world; we need to know how people feel about this pandemic.

Scientists and researchers have been working hard since the be-
ginning of the health crisis to find out the concerns and emotions
of the people and how they feel about COVID-19. Since the be-
ginning of this crisis, people’s opinions about it are diverging on
social networks, some are worried and concerned about the con-
sequences of this pandemic, and others are peaceful and calm.

The objective of our work is to propose an approach based on a
classification algorithm to analyze the public’s feelings on social
networks around the world towards the COVID-19 pandemic in
order to better understand the public’s attitude and concerns about
1t.
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Approach Architecture
This approach architecture 1s sketched in Figure 4.1 , and
it involves various layers to process the information. The pipeline
begins at the data crawling layer and finishes in the final sentiment

analysis process.

Twitten

Data crawling Data Processing

collection

Classification

Performance
Evaluation

Figure 4.1: System architecture

Our approach involves mainly four steps. The first step enti-
tled “Data collection”, which includes tweet crawling from various
data sources. The second step named “Data processing” involves
a series of modifications to the data collected, in 5 sub-steps (to-
kenization, normalization, stemming, lemmatization and vector-
1zation), then the third stage, known as ”feature selection”, which
consists of using EHO to choose the best features and parameters.
Finally, the fourth stage called “classification” which involves us-
ing Long Short-Term Memory (LSTM) to classify the data into
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categories neutral, positive and negative.

4.2.1 Data crawling

The first step 1s to collect the data from various data sources.
Data crawling, also called “web scraping” or ”’spidering”, is the
process that automatically extract data from the Internet. Using
automated systems (“bots”) to extract data has many practical ap-
plications. Popular services such as search engines, price com-
parison websites, or news aggregators are essentially huge data
crawling operations.

The purpose of the data collection step is to ensure that informa-
tive and reliable data are collected for statistical analysis in order
to make data-driven research decisions [16].

The data used for sentiment analysis are comments, opinions
and tweets expressing users’ opinions and feelings. the source of

this data is social media, the tweeter platform [17]

4.2.2 Data processing

Data processing is the main step of our proposal. It occurs
when data is collected and transformed into usable information.
It is important that data processing is performed correctly so as
not to negatively impact the final product or data output. There-
fore, cleaning the tweets is very important to procee it. This step

involves the following phases.
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Tokenization

Tokenization refers to breaking a string of characters into
smaller words called tokens. Tokenization includes identifying
nouns, verbs, adverbs, and adjectives, among others. Grouping
words with the same meaning is one of the processes in NLP [18].

For example, feel, feels, and feeling are considered one word,
not distinct words [11].

The first phase of and cleaning textual data includes a set of
operations which aim to define the objects of analysis: this is the
tokenization of documents, which consists of recognizing basic
textual units that can be words, but also letters, syllables, sen-
tences or sequence of these elements. Each document then be-
comes an ordered or unordered list of basic concepts: tokens. We
move from data schemes that list documents (and possibly assign
them to authors) to schemes that associate documents with a set of
attributes that are their unifying elements (letters, words, syllables,
sentences) [19]. We consider two types of tokenization :

Word-based tokenization: Words are like atoms of natural lan-
guage. They are the smallest unit of meaning. Verbatim tokeniza-
tion of text makes it possible to identify the most frequently oc-
curring words.

Segmentation by sentence: If a sentence is partitioned, we
analyse the relationship between the words, which it contains to
increase context.

The table 4.1 below represents an example of the tokenisation
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phase; here we report the tweet before and after the tokenization.

Tweet before tokenization tweet after tokenization

Advice Talk to your neighbors family to | ‘Advice’,’Talk’,’to’,

exchange, Coronavirus Australia: Wool- | ‘your’,’neighbors’,’to’,’exchange’,’,’,
worths to give, My food stock is not the | ‘Coronavirus’,‘Australia’, “Woolworths’,
only one which is empty, Me, ready to go | ‘to’, ‘give’,’,”, ‘My’,‘food’,’stock’,’is’,
at supermarket during Covid, As news of | ‘empty’,”,”, ‘Me’,” ,’, ‘ready’, ‘to’,
the region as first confirmed COVID case. | ‘go’, ‘at’, ‘supermarket’,” during’
‘Covid’,’,”,*As’, ‘news’, ‘of’, ‘region’,
‘as’, ‘first’, ‘confirmed’ ,"COVID’,
‘case’.

Table 4.1: Tweets before and after the normalization

Normalization

Normalization is the step of removing words that occur in large
numbers but are considered meaningless (empty words). A stop
word list is a set of words that are widely used in different lan-
guages. The stop words are removed from many text mining-
related applications due to their usage is too general, permitting

the user to focus on other more important words[20].

The table4.2 below represents an example of the normalization

phase, here we report the tweet before and after the normalisation.
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Tweet before normalization Tweet after normalization
‘Advice’,’Talk’,’to’, Advice’,’Talk’, ’neighbors’,’exchange’,
‘your’,’neighbors’,’to’,’exchange’,’,’, ‘Coronavirus’, ‘Australia’, ‘Woolworths’,
‘Coronavirus’,‘Australia’, ‘Woolworths’, | ‘give’,‘food’,’stock’, ‘empty’, ‘ready’,
‘to’, ‘give’,’,’, ‘My’,‘food’,’stock’,’is’, | ‘go’,‘supermarket’,” during’ ‘Covid’,
‘empty’,”,”, ‘Me’,” [, ‘ready’, ‘to’, | ‘news’, ‘region’, ‘first’, ‘confirmed’
‘go’, ‘at’, ‘supermarket’,” during’ | ,’COVID’, ‘case’.

‘Covid’,”,”,*As’, ‘news’, ‘of’, ‘region’,

‘as’, ‘first’, ‘confirmed’ ,’COVID’,

‘case’.

Table 4.2: An example of a tweet (Tweets before and after the normalization )

Stemming

The purpose of stemming is to assembly together many forms
of aword as a single word. The idea is to remove suffixes, prefixes
and other words in order to keep only their origin .

The resultant word is the same but this reduction is useful for a
reduction in vocabulary size in bag-of-words approaches.

For example the words “’regionalization”, “regionalist”, ” re-
gionalism”, ’regionalisms” will be reduced to “regionalism  so

that all these forms refer to a single token: “’regionalism” [21].

Lemmatization

In lemmatization, words are generated down to their root words.
Unlike stemming, lemmatization preserves parts of speech with-

out splitting suffixes .
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For example, in English, the word “booked” is converted to
’booking” by lemmatization, while stemming converts it to ’book”.
Stemming can be used when the stem is constant across all possi-
ble shapes, but when the stem is not, lemmatization is the best
choice. Lemmatization aims to obtain a similar basic ’stem” of a
word, but aims to derive the real root from the dictionary, not just
a shortened version of the word. For example, “went”, ”gone”,

”goes”, ’going” are lemmatized to ’go” [22].

The table 4.3represents a tweet before and after the lemmatiza-

tion step:

Tweet before lemmatization Tweet after lemmatization
‘Advice’,’Talk’, ’neighbors’,’exchange’, | ‘Advice’,’Talk’, ’neighbor’,’exchange’,
‘Coronavirus’, ‘Australia’, ‘Woolworths’, | ‘Coronavirus’, ‘Australia’, ‘Wool-
‘give’,‘food’,’stock’, ‘empty’, ‘ready’, | worth’, ‘give’,‘food’,’stock’, ‘empty’,
‘go’,‘supermarket’,” during’ ‘Covid’, | ‘ready’, ‘go’,‘supermarket’,”  duren’
‘news’, ‘region’, ‘first’, ‘confirmed’ | ‘Covid’, ‘new’, ‘region’, ‘first’, ‘con-
, COVID’, ‘case’. firm’ ,’COVID’, ‘case’.

Table 4.3: A Tweet before and after lemmatization

Vectorization

Vectorization comprises creating a sparse matrix of all words
and their number of repetitions in the document using a counting
vectorizer or the TF-IDF vectorizer [23].

Vectorization is the process of converting text to digital input in
raster form. Vectorization creates a document-term matrix where
each cell represents the number of times a word occurs in the doc-

ument, also known as term frequency (TF) .
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A document-term matrix is a set of dummy variables indicating
whether a given word occurs in a document. A column is dedi-
cated to each word in the corpus. This count is proportional to the
category relevance of the news headline. This means that ifa given
word appears multiple times in fake or real news headlines, then
the given word has high predictive power in determining whether

a headline is fake or real [24].

4.2.3 Feature selection

In artificial intelligence to process data and provide prediction
in after training in efficient way is the biggest challenge, to over-
come such problem different optimization algorithm produced by
various researchers, in which it uses to maximize and minimize the
function to reduce the error. It varies on model learning parameters
for the computation of the target value (Y') from predictor value (x)
being used.

In the neural network, there are some weights (w) and the bias
(b) used as learning parameters during computations and gives out-
put updates. The main purposed of using optimization algorithm
1s to minimize or maximize a loss function using gradients param-
eters; one of the most useful algorithms i1s Practical Swarm Opti-
mization (PSO), Elephant Herding Optimization (EHO), etc...

In our proposed method, we are more focused on distinguishing
the efficiency of deep learning algorithm by using EHO .

EHO algorithm is one of the latest swarm intelligence algo-

rithms. It was proposed in 2016 by Wang, Deb, Gao, and Coelho.
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Even though it is a rather new optimization algorithm, it has al-
ready been used for various applications. EHO algorithm was pro-
posed for community detection in complex social networks [25] .
The EHO algorithm is used to optimize parameter control and
selection and convergence speed in the deep learning architecture
to improve the accurate classification of tweets, in other words,
by using the EHO algorithm, the parameters and convergence of
the deep learning architecture are optimized, thereby significantly
improving the accuracy and evaluation of tweets [26].
As pack animals, elephants live in a social structure of females and
calves. The elephant clan is led by a matriarch and consists of sev-
eral elephants. Female members prefer to live with their families,

while male members tend to live elsewhere.

They gradually become independent from the family until they
completely abandon the family[25], the numbers of all elephants

are shown in Figure 4.2, EHO considers the following assumptions[27].
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Elephant
calves

IR . @R o @R H

Female

elephant Matriarch

Figure 4.2: Elephants’clan members

On the basis of the natural habits of elephants, a matriarch is
the leader of her clan. Thereby, the new position of each elephant
Ti 1s influenced by the matriarch Ti. Elephant n in clan Ti can be

calculated using the equation (1).

neW,Ti,n:XTi,n ta (Xbest,Ti ) XTi,n) I (1)
Where X . and X. denote the new and old position of
center ,T1,n Ti,n

elephant n in clan Ti,respectively. X, 1s the matriarch Ti, rep-

est,Ti °
resenting the best elephant in the clan. a € [0, 1], specifies the
scaling factor, r € [0, 1]. The best elephant for each clan can be

calculated using equation (2).

center ,Ti,n Xcenter ,Ti (2)

Where B €[0,1] represents the factors that determine the influ-
ence of X enter Ti > XneW’Ti’n on are new individuals.X___ _, Tiis the

central individual of clan Ti. For the d-th dimension, it can be

calculated according to formula (3).



38 CHAPTER 4. CONTRIBUTIONS

_ 1 o
Xcenter, Ti,-d ﬁ Zi:l X,n,d (3)
Where 1=d<D and b, represent the number of elephants in clan
Ti. X, =, represent the d-th dimension of elephant individualX
X is the center of family Ti, which can be updated by for-

center, Ti

mula (3).
Separating Operator

The separation process of a male elephant leaving its family
group can be modeled as a separation operator. The separation
operator is implemented by the elephant with the worst fitness in

each generation, as shown in formula (4).

worst . Ti — Xmin T Kmax = X, T1) rand .....(4)
Xmax represents the upper limit of the individual, X . represents

the lower limit of the individual, and X | represents the worst

orst , Ti’
individual in the clan Ti. Rand €[0,1] is a random value between

0 and 1 [28].

The following figure 4.3 [29] shows the process of separation

of the adult elephant from its clan:
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male After
Female male Female adult 9rowing up
adult adult Matriarch male adult
Matriarch leave a

group

AL
Clan seperating
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Female Female elephant
elephant
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Figure 4.3: Intermediary Clan Separation.

The EHO Algorithm Code

Algorithm 1 Elephant Herding Optimization

1: Begin
2: Initialization. Set the initialize iterations H = 1; initialize the population R randomly; set
maximum generation MaxGen

3: while stopping criterion is not met do
4:  Sort the population according to fitness of individuals.
5. for all clans 7; do
6: for all elephant n in the clan 7; do
7: Generate xnew, 17, n and update X7, , by Equation 1
8: if X7, = Xpest,7; then
9: Generate Xyew, 17,7 and update X7, , by Equation 2
10: end if
11: end for
12:  end for
13:  for all clans 7; do
14: Replace the worst individual ¢; by Equation 4
15:  end for
16:  Evaluate each elephant individual according to its position.

17: H=H-+1
18: end while
19: End

The goal of EHO is to simplify the control and selection of pa-

rameters to improve finding subsets of features from a larger fea-
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ture pool, enabling more accurate tweet classification and scoring
[30],The figure 5.7 illustrates the importance of applying EHO on

the classification resultants in our appraoch.

4.2.4 Classification

In the field of sentiment analysis, it is important to improve the
classification and evaluation of tweets, which are a group of dif-
ferent opinions, from people, about the COVID19 pandemic and
its after-effects on their daily lives. To this end, this paper presents
an efficient method for collecting and classifying tweets by com-
bining LSTM and EHO, where EHO is used to optimize parameter
control and selection and deep convergence speed learning archi-
tecture is used to improve the accuracy of tweet classification .

Classification is used to determine whether a document belongs
to a set of predefined class documents. Automated classification
systems can support the classification process largely.

With the rapid growth of Internet information, text classification
has become a common and important trend in the field of informa-
tion retrieval. Most approaches to text classification problems are
proposed to improve the accuracy of text classifiers. For text clas-
sification tasks, documents are identified by the words that appear
in the text. For this purpose, we use the LSTM algorithm which is
a deep learning algorithm widely use for text classfication [26].

Deep learning is a machine learning-derived type of artificial
intelligence based on artificial networks of neurons inspired by the

human brain [27].
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Artificial neural networks’ algorithms are used to solve machine-
learning problems. A neural network is a set of artificial neurons
organized into layers (an input layer, an output layer, and one or
more hidden layer), where each neuron in the hidden layer is a
perceptron [31].

The following figure 4.4 [32] represents neural network dia-

gram.
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Figure 4.4: Neural network diagram.

Recurrent Neural Networks

Recurrent Neural Networks (RNNs) perform recurrent process-
ing of information. Data can be transferred in both forward and
reverse directions and is specifically designed to handle sequence
data, such as word sequences for machine translation problems,
audio data for speech recognition, or time series for prediction
problems[33].

Long Short-Term Memory (LSTM): The standard basic RNN

has an evanescent gradient problem, that is, the gradient decreases
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as the number of layers increases. These networks have short-term
memory and do not work well with long sequences, which require
storing all the information contained in the entire sequence. For
this reason, LSTM recurrent networks seem to be able to solve
the evanescent gradient problem. LSTM uses three gates to store
relevant long-term information and reject irrelevant information.
These gates are as follows:

I'f Forget Gate: Decide which information should be discarded
or saved. - Values close to 0: previous information is forgotten.

- Values close to 1: information 1s preserved. I'u your update
gate: decides what new information ct to use to update the memory
state ct. Therefore, ct is updated using I'f and I'u. I'o output gate:
decides which output value is used as input to the next hidden unit.

Figure 5.1 illustrates the architecture of long short-term memory
[33].

Ci—1 - 149, F? -+ ¢,
,
Ar—1 ] f ro@ —>
Inrvet gats update gate tanh output gate
) ry
Xt

Figure 4.5: Long- and short-term memory architecture.

The information of the previous hidden unit at—1 and the infor-
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mation of the current input xtcalculate all the gate values through
the sigmoid ¢ activation function and calculate the new informa-
tion ¢t through the tanh activation function for updating. The equa-

tions defining the LTSM elements are as follows [34]:

Ci=tanh ( W, [a:y, x:] + b)
M=o (Wylaiy, x| + by
M= o (Welawsy, x:] + by)
°= o (W, [ary, x:] + b,)

Co=Tu x gt Mx ¢y
a: = Mxtanh (c)

Figure 4.6: LTSM elements.

Where W, W, W, b, bf and b, are the weights and biases that
determine the behavior of the gates I'u, I'f and I'o, respectively,
and W, and b, are the weights and biases of the candidate memory
cell c,.

LSTMs solve the problem of short-term memory by introduc-
ing a specific memory cell structure. This memory cell enables the
network to store and access past information over a long period of
time. It is designed to retain important information and avoid the
problem of gradient disappearance. Thanks to their special archi-
tecture, LSTMs can store variable-length sequences and maintain

information over an extended period of time.
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The LSTM learning model

Algorithm 2 LSTM learning model

modele <— Séquentiel()
modele.add(Incorporation(voc_size,embedding vector fatures,input length=sent length))
modele.add(LSTM(128,input shape(embedded docs.shape),activation="relu’, re-
turn_sequences=True))

modele.add(Dropout(0.2))

modele.add(LSTM(128, activation="relu”))

modele.add(Dropout(0.2))

modele.add(Dense(32, activation="relu’))

modele.add(Dropout(0.2))

modele.add(Dense(4, activation="softmax”))

modele.compile(loss=’sparse categorical crossentropy’o ptimizer="adam’, met-
rics=[’accuracy’])

imprimer (modéle.summary())

The model begins with an embedding layer that converts words
into dense vectors, enabling the model to capture the semantic re-
lationships between words. Next, two LSTM layers are added to
exploit long-term memory and capture temporal dependencies in

word sequences.

To avoid overlearning, dropout layers are inserted after each
LSTM layer. These layers randomly deactivate certain neurons
during training, thus generalizing the model and reducing the detri-

mental effects of overlearning.

The model ends with a dense layer with a ’relu’ activation func-
tion, followed by another dropout layer and a final dense layer with
a ’softmax’ activation function. This last layer assigns probabili-
ties to each output class, enabling texts to be classified according

to predefined categories.
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4.3 Conclusion

In this era of deep learning where models are used in well-known
applications such as speech to text, real-time translation, image
recognition, requires a large amount of data for the training. To
process a large amount the data, model efficiency is a major con-
cern, for this, there are few optimizations’ methods being devel-
oped by a different researcher. In our research, we used the famous
optimization method EHO to select the best features for the deep
learning algorithm.

In this chapter, we have described the main steps of the pro-
posed approach for sentiment analysis classification. Our system
goes through various steps namely data collection, data process-
ing, future selection and classification.

We have defined what the elephant herding optimization (EHO)
algorithm is, we have defined how LSTM works and why we chose
it.

In the next chapter, we will implement and evaluate our ap-
proach for tweet classification. We also present the used tools the

development environment.
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Chapter 5

Implementation and experiments

5.1 Introduction

In our research, we have processed English texts for sentiment
analysis. This processing extracts the polarity of opinions expressed
in negative, positive and neutral terms. The input data we use are
tweets extracted from the dataset.

In this chapter, we will present the different aspects related to
the implementation of the method we have developed, i.e. the
technologies, software and languages chosen with different data

sources to implement our method

5.2 Dataset description

The dataset used was extracted from Tweeter and 1s in CSV
format, since it is easier for Python to handle this type of file in the
field of sentiment analysis. The size of the record 1s 102,000 KB.
It can be downloaded [17], and used by any analyst who needs the
dataset. Only the structure and type of data contained in the dataset

need to be considered.
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The Dataset is composed of six (6) columns:

» UserName which is the name of the user (Ex: 3799).

 Screen Name which 1s the number of the tweet (Ex: 48751).

* Location which is the location of the user who posted the tweet
(Ex: London).

» TweetAt which is the date of the tweet’s publication (Ex: 16-
03-2020).

* Original Tweet which is the tweet in question (user’s opinion).

 Sentiment which is the category of the tweet (Ex: Neutral)

UserName ScreenName Location TweetAt OriginalTweet Sentiment
0 3799 48751 London 16-03-2020 @MeNyrbie @Phil_Gahan @Chrisitv https://t.coli... Neutral
1 3800 48752 UK 16-03-2020 advice Talk to your neighbours family to excha... Positive
2 3801 48753 Vagabonds 16-03-2020 Caronavirus Australia: Woolworths to give elde... Positive
3 3802 48754 NaN 16-03-2020 My food stock is not the only one which is emp... Positive
4 3803 48755 NaMN 16-03-2020 Me, ready to go at supermarket during the #COV... MNegative
5 3804 48756 ADT 36.319708-82.363649 16-03-2020 As news of the regionAds first confirmed COVID... Positive

Figure 5.1: Our dataset

5.3 Development environment

5.3.1 Google Colab

Google Colab, also known as Collaboratory, is gaining popularity
in the field of education and research. This platform serves the
purpose of spreading knowledge and research in machine learn-
ing. One of its notable features is the ability to create notebooks
where users can write and execute code. Similar to Google Docs,
users can add comments to the code, allowing for collaboration and
sharing. This collaborative environment fosters the development

of Python programming language code and encourages teamwork
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in machine learning projects [35].

5.3.2 Jupyter Notebook

Jupyter Notebook is an open-source, browser-based tool that acts
as a virtual laboratory notebook, supporting workflow, code, data,
and visualizations to describe research processes in detail. It is ma-
chine and human readable, facilitating interoperability and schol-
arly communication. These notebooks can be stored in online
repositories and provide links to research objects such as datasets,
code, method documents, workflows, and publications located else-
where.

Jupyter notebooks are a tool for making science more open.

Their relevance to the JCDL community lies in their interac-
tion with multiple components of the digital library infrastructure,
such as digital identifiers, persistence mechanisms, version con-

trol, records, documents, software, and publications [36].

5.4 Programming language

Python is an open source programming language developed in 1991
by programmer Guido van Rossum. It got its name from the TV
show Monty Python’s Flying Circus . Because it’s an interpreted
programming language, it doesn’t need to be compiled to work.
An “imterpreter” program allows you to run Python code on any
computer. This allows you to quickly see the results of code changes.
On the other hand, this makes the language slower than compiled

languages like C.
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As ahigh-level programming language, Python allows program-
mers to focus on what they do, not how they do it. Therefore,
writing programs takes less time than in any other language, Ideal

language for beginners[37].

5.4.1 Python libraries

Pandas

Pandas: is a BSD-licensed open source library that provides
powerful, easy-to-use data structures and data analysis tools for
the Python programming language [38], Installation is done by
opening a command shell and invoking the command: pip install
pandas.

This makes it easy to edit data tables with variable and person
labels. These tables are called ”data frames™ (stored in CSV, TSV
files, etc.) similar to data frames in R. You can easily read and
write these dataframes or table files, and draw charts from these
dataframes using matplotlib[39].

Numpy

It 1s the basic package for scientific computing in Python. This
is a Python library that provides multidimensional array objects,
various derived objects (such as masked arrays and matrices), and
a set of routines for performing fast operations on arrays, includ-
ing mathematics, logic, basic linear algebra, basic statistical oper-
ations, Random simulations and more.[38].

TensorFlow

Developed by Google researchers, Tensor Flow is an open source
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machine learning, deep learning, statistical and predictive analyt-
ics tool. Like similar platforms, it is designed to simplify the de-
velopment and execution of advanced analytics applications for
data scientists, statisticians, and predictive modelers.

Tensor Flow software manages datasets by arranging them as
computation nodes on an execution graph. Connections between
nodes in a graph can represent multidimensional matrices or vec-

tors, resulting in so-called tensors [40].

5.5 Implementation
5.5.1 Import a dataset

Prior to data preparation, it is common practice to import the
dataset from a Comma-Separated Values ( CSV) file, or any other

data file format. Here’s how to import a dataset from a CSV file:

train _data = pd.read csv('Corona NLP train.csv', encoding='1I 350-1", low memory=False)

train_data[ 'S o train_data[ "Sentiment’].replace('E

train_data['s o train_data[ 'Sentiment'].replace(’'E

texts, labels = train_data[ ' 'OriginalTweet'].values, train_data['Sentiment’].values

Figure 5.2: Import a dataset

5.5.2 Preparation of Datas

In the data pre-processing stage, we perform various operations to

prepare our data. Figure 5.3shows the code used.
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keras.preprocessiing. text import Tokenizer

g SEequeEnces

train_texts, traim_ labels =

val texts, wal labels = texts|d44d

test texts, test lahels = texts|dl

max words = 180

max_len = 1688

train_texts = [str(text) f text in train_texts )
tokenizer = Tokenlzer(nul Words=max words)
tokenizer.fit on_ texts{train_texts)

train_s&qs = tokenizer.texts to sequences|train texits)
val texts = [str(text) text in wal_ texts )
val seqs = tokenlrer.texts to sequences{val fexts)

test seqs = tokenkizer.texts to sequences{test texts )

train_s&qs = pad sequences(train_seqs, maxlen=max_ len)

val seqs = pad sequences|val seqs, maxlen=max_len)

test seqs = pad seguences|(test seqs; maxlen=max_Llen)

train = train_segs.reshape(train_seqs.shape| 8|, max_len, 1)

trom sklearn.préprocessing import Labe)lEncoder

le = LabelEncoder( )
train_labels = le.fit transform|train_labeals )

val texts = val seqs.reshape(val seqs.shape| 8|, max_lem, 1)

val labe]ls = le.fit_transtorm{val_ labe]ls )

Figure 5.3: Preparation of Datas

5.5.3 Featureselaction and classification

In this step, we applied the EHO algorithm in conjunction with
LSTM to process the data.
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In Figure 5.4, represent the first iteration of the EHO algorithm,
elephants (representing different combinations of hyper parame-
ters) are evaluated using a specific objective function (in this case,
the ‘objective-function®). Costs (or performance metrics) are cal-
culated for each elephant, and the dominant elephant (the one with
the lowest cost) 1s identified.

The positions of the elephants are then updated using mathe-
matical operations to approximate the position of the dominant
elephant. Hyper parameters are updated according to the position
of the dominant elephant, then a new LSTM model is created and
trained with these updated hyper parameters.

This process is repeated over several iterations, and at the end of
the algorithm, the best hyperparameters are those associated with

the final dominant elephant.
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costs = np.arr jective_function(elephants[i, :]} for i im range(pop_size)])

index = np.argmin(costs)

Lrand(3)
elephants[i, :] = (elephants[i, :] + r * (elephants[index, :] - elephants[1, :]))

elephants [in

model = Sequential(}
model.add( dding (i i s, output_dim=128, input_length-max_len))

» optimizer—optimizer, metrics=[ 1)
dation_data=(val_texts, wal_labels}, batch_size=64, verbose=8)

Figure 5.4: Code of EHO in conjunction with LSTM

5.6 Evaluation

In this step we display a Classification report, which generally
presents these measures for each class in the dataset, allowing you

to evaluate the model’s performance [41] [42].

5.6.1 Precision

Precision measures how accurate the classifier is. Higher pre-
cision means fewer false positives, while lower precision means
more false positives.This 1s often not consistent with recall, since

an easy way to increase precision is to decrease recall

Accuracy = True Positives / (True Positives + False Positives)
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5.6.2 F1-score

The F1 score is a measure of test accuracy. Both the precision
and recall of the test are consideredwhen calculating the score. F-
Score is the harmonic mean of precision and recall. Hers how your
system works.

F1 score = [2 * (precision * recall) / (precision + recall)]

5.6.3 Recall

Recall measures the completeness or sensitivity of a classi-
fier. Higher recall means fewer falsenegatives, while lower recall
means more false negatives. Improving recall usually leads to a
decrease in precision, since the larger the sample space, the harder
it is to be precise

Alerts = True Positives / (True Positives + False Negatives).

5.6.4 Support

Support is the actual number of occurrences of the class in
the dataset. It doesn’t vary between models, it’s just a diagnostic

performance evaluation process.
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The precision of all classes
The figure 5.5 shows the accuracy score of all the dataset and

the code used.

accuracy = accuracy score(np.argmax(y_test, axis=1), y_pred classes)

print{"Accuracy: {:.2%}".format(accuracy))

Accuracy: 78.47%

Figure 5.5: Accuracy

The figure 5.6 shows precision, recall and F score for all senti-
ments such that:

0 represent neutral feelings.

1 represent negative feelings .

2 represent positive feelings.

Classification Report:
precision recall fl-score  support

.78
.71

.78
.71
.82

[ T s I v

2
0L

Figure 5.6: Results

5.7 Comparison end Discussions

Comparison:
To explain the importance of the eho algorithm in data process-
ing and in NLP we have calculated the accuray without the algo-

rithm and the figure 5.7 represents the results obtained.
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accuracy = accuracy score(np.argmax(y test, awis=1), y pred classes)
Y ¥ \ B Y 2 » Y 2 J

print{“Accuracy: {:.2%}".format(accuracy))

Accuracy: 18.58%

Figure 5.7: Accuray without EHO

Discussions:

In our approach, the combination of LSTM with EHO yields
precision results of 78.47 %, an F-score of over 71 %, recall of
71 % and support of 3638 , indicating that the model performs well
in terms of identifying positive instances and maintains a good bal-
ance.

The model’s performance can be considered quite good.

5.8 Conclusion

In this chapter, we have implemented our LSTM-based approach
using the EHO algorithm. We have carried out experiments and
obtained valid and promising results.

In conclusion, our implementation of the LSTM approach with
EHO has provided validated and encouraging results for sentiment
analysis in tweets. This paves the way for future research and ap-
plications in the field of sentiment and public opinion analysis in

social media.
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Chapter 6

General conclusion

Sentiment analysis provides a comprehensive understanding
of Twitter users, opinions, and sentiment related to COVID-19.
By analyzing the content of tweets, it is possible to distinguish
between negative, positive and neutral sentiment.

For sentiment analysis, natural language processing techniques
can be used to extract key featuresfrom tweets, such as: words,
phrases, or emoji that represent emotions. The labeled data can
thenbe used to train a machine learning algorithm to classify tweets
as negative, positive, or neutral.

By examining the sentiment in tweets, it is possible to deter-
mine the general public sentiment towards COVID-19. This in-
formation is valuable for a variety of purposes, including moni-
toring publicopinion, tracking the effectiveness of public health
interventions, identifying problem areas, andassessing the impact
of communication strategies.

At the end of this project, we remind you that the purpose of this
work was to determine the feelingsof Twitter users and their pos-
itive, negative or neutral opinions about the Covid-19 pandemic

in smart cities. Our application provides different views through
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imported data. It allows for proper integration of data for analysis.

The work presented in this paper 1s guided by the many concerns
people have about the Covid-19 health crisis and its impact on their
future in order to better understand the reasons for these significant
concerns and worries.

We would like to point out that the procedures we implemented
resulted in the polarity of feelings expressed on Twitter, namely
negative, positive and neutral, and the percentage value of each
polarity. Despite the fact that this is a topical subject, and that
the programs used are effective and useful in other studies, this
work is open to improvement, given that it remains incomplete. In
particular, it has limitations linked to:

-Sentiment analysis does not recognize facial expressions (uses
sensors for facial recognition).

-Sentiment analysis does not recognize the emoji used.

-Sentiment analysis is not up to date as the application needs to

be refreshed every time the dataset is updated.

Perspectives

We have pushed the project as far as we can, but there are still
many steps that need to be added to improve it. We considered the
following main points:

- Improve the system and enable real-time analytics using the
Twitter API.

- Allow users to input their own datasets for analysis.

- Analyze negative words and phrases to better understand what

users are worried about.
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- Add functionality to analyze and categorize emoji.
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Abstract

Machine learning becomes necessary. consists in creating
systems that learn or improve performance according to the data
they process. It is a decision-making tool thanks to its predictive
power.

In our project, we will be focusing on the analysis of of senti-
ment in social networks, more specifically on the Twitter platform,
in the context of the coronavirus pandemic. Our main objective
will be to determine the emotional tone of users’ discourse by clas-
sifying their messages into three main categories: positive, neutral
and negative .

We will use machine learning and natural language processing
techniques to classify tweets. We will combine Long Short-Term
Memory (LSTM) model with Elephant Herding Optimization al-
gorithm (EHO).
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