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Abstract

Cancer is a serious disease characterized by abnormal and irregular cell development in any
part of the body, in the form of a tumor. It is considered as the second-leading cause of
death in the world. Efforts to find a successful cancer therapy have led to the effective use
of various treatments such as chemotherapy, and surgery to eliminate dangerous tumors.
However, these treatments may affect the patient’s immune system by damaging blood
cells that protect the body from disease. Therefore, it is strongly recommended that can-
cer patients consume nutrient-rich foods to increase their strength to better cope with the
side effects of treatment. In this dissertation, a hybrid food recommendation system which
considers the patient’s emotional state and dietary preferences and needs to help them pre-
dict the foods which can be consumed have been proposed. The approach involve to use
a content-based system that filters recipes according to user needs and sentiment scores.
Additionally, a rule-based sentiment analysis method was employed to identify sentiment
from text reviews determining which of the foods were liked or disliked. The efficacy of
this proposed approach was rigorously assessed, and the results yielded promising insights.
Notably, combining content based, sentiments analysis led to a marked improvement with
a precision of 97%.

Keywords: Nutrition suggestion; Cancer; Sentiment analysis; Content-based filtering.



Résumé

Le cancer est une maladie grave caractérisée par un développement cellulaire anormal et
irrégulier dans n’importe quelle partie du corps, sous la forme d’une tumeur. Il est con-
sidéré comme la deuxième cause de mortalité dans le monde. Les efforts déployés pour
trouver une thérapie efficace contre le cancer ont conduit à l’utilisation efficace de divers
traitements tels que la chimiothérapie et la chirurgie pour éliminer les tumeurs dangereuses.
Toutefois, ces traitements peuvent affecter le système immunitaire du patient en endom-
mageant les cellules sanguines qui protègent l’organisme contre les maladies. Il est donc
fortement recommandé aux patients atteints de cancer de consommer des aliments riches
en nutriments afin d’augmenter leurs forces et de mieux faire face aux effets secondaires
du traitement. Dans cette thèse, un système hybride de recommandation alimentaire qui
prend en compte l’état émotionnel du patient et ses préférences et besoins alimentaires pour
l’aider à prédire les aliments qu’il peut consommer a été proposé. L’approche consiste à
utiliser un système basé sur le contenu qui filtre les recettes en fonction des besoins de
l’utilisateur et des scores de sentiment. En outre, une méthode d’analyse des sentiments
basée sur des règles a été employée pour identifier les sentiments à partir de critiques
textuelles déterminant quels aliments ont été appréciés ou non. L’efficacité de cette ap-
proche proposée a été rigoureusement évaluée et les résultats ont donné des informations
prometteuses. Notamment, la combinaison de l’analyse basée sur le contenu, analyse des
sentiments a conduit à une nette amélioration avec une précision de 97%.

Keywords: Suggestions nutritionnelles; Cancer; Analyse des sentiments; Filtrage basé sur
le contenu.



Abbreviations list

RS Recommendation system
CBF Content-Based Filtering
CF Collaborative filtering
HRS Hybrid recommender system
NLP Natural language processing
SA Sentiment Analysis
OM Opinion mining
FRS Food recommender system
CB Content based
ALS Alternating Least Square
BPR Bayesian Personalized Ranking
LMF Logistic Matrix Factorization
SVD Singular Value Decomposition
CapsNet Capsule Networks
PPKG Personal Preference Knowledge Graph
KGAT knowledge graph attention network
LSTM long short-term memory
NDCG Normalized Discounted Cumulative Gain
ACO Ant colony optimization
E-LSTM Enhanced Long Short-Term Memory
CSV Comma-Separated Values
EDA Exploratory data analysis
Pandas Python Data Analysis Library
Sklearn Scikit-learn



Contents

Abstract 1

Abstract 2

1 General introduction 7
1.1 Problem statement and objective . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Work Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Fundamental concepts 10
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Recommendation systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Fields of use . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Basic concepts and notations . . . . . . . . . . . . . . . . . . . . . 11
2.2.4 Goal of recommendation systems . . . . . . . . . . . . . . . . . . . 13
2.2.5 Types of recommendation systems . . . . . . . . . . . . . . . . . . . 13
2.2.6 The main stages of the recommendation . . . . . . . . . . . . . . . 17

2.3 Sentiments analysis: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.2 Sentiment Analysis types . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 Levels of sentiment analysis . . . . . . . . . . . . . . . . . . . . . . 20
2.3.4 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.5 Sentiment analysis application . . . . . . . . . . . . . . . . . . . . . 22

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3 State of the art 24
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Analysis and comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4 Contributions 36
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Contribution: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4



4.3 Data collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.4 Data preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.5 Training and Testing Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.6 Construction of the model . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5 Experiment and evaluation 48
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2 Datasets description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.3 Development environment . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.4 Programming language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.6 Analysis of Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.7 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6 General conclusion 57

References. 58

5



List of Figures

2.1 Content-Based Filtering technique. . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Collaborative filtering technique. . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Hybrid filtering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Stages of the recommendation. . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 example of the user matrix. . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.6 Types of sentiment analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . 19

4.1 Proposed approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Foods dataset overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 Overview of patients’ dataset. . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4 Statistical summary of the food dataset. . . . . . . . . . . . . . . . . . . . 40
4.5 Statistical summary of the patients’ dataset. . . . . . . . . . . . . . . . . . 40
4.6 Missing values in foods and patient’s datasets.. . . . . . . . . . . . . . . . . 41
4.7 Correlation matrix of foods dataset. . . . . . . . . . . . . . . . . . . . . . . 42
4.8 Correlation matrix of patients’ dataset. . . . . . . . . . . . . . . . . . . . . 42
4.9 Train/test data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.10 Proposed approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.1 Anaconda environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2 Recommandations exemple. . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3 Evaluation metrics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.4 Metrics visualization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6



1
General introduction

In a world faced with multiple health challenges, chronic diseases and serious illnesses
continue to have a profound impact on contemporary societies. Among these, cancer
stands out as one of the main causes of morbidity and mortality on a global scale, affecting
millions of people each year and highlighting the complexity of the interactions between
genetics, environment and lifestyle.

Cancer is a disease in which some of the body’s cells grow uncontrollably and divide
to other parts of the body without stopping. Cancer cells ignore signals that would other-
wise stop them dividing and influence surrounding normal cells. Cancer can start almost
anywhere in the human body which is made up of trillions of cells. Normally, human cells
grow and multiply to form new cells, as the body needs them. When cells grow old or
became damaged they die and new cells take their place. However, sometimes this orderly
process breaks down and abnormal damaged cells grow and multiply when they should
not. These cells may form tumors which can be benign means do not spread or grow
back and malignant tumors or cancerous tumors which means they spread and grow back.
Cancer can be a genetic disease or inherited that is caused by changes to genes. It can
be caused when DNA is changed exposure to environmental factors including chemicals in
tobacco and smoke. It can arise because of errors that occur as cells divide. Cancer can
lead to weight loss, obesity and other chronic disease. Between 2015 and 2016, the national
health and nutrition examination survey demonstrated 39.8% of adults and 18.5% of youth
were obese. In a recent study, it said that 900.000 adults in the United States showed a
significant proportional increase between obesity and mortality risk from multiple cancers,
including of the esophagus, colon and rectum pancreas, breast and uterus. It is estimated
that 40 to 80% of all cancer patients will be malnourished during the course of the disease.
Furthermore, malnutrition can influence treatment outcomes delay wound healing, worsen
muscle function and increase the risk of post-operative complications. Is the result mainly

7



of inadequate food intake due to a set of nutrition impact symptoms, which may result
from local effects of tumor; from side effects of anticancer treatments or from infections
or other complications following during the course of the disease. Malnutrition is frequent
and has been reported to be present in 20- 70% of cancer patients depending on tumor
entity, stage of the disease and clinical setting.

An incorrect treatment program has the capacity to have many negative consequences
both for the medical practitioners and for the patients.

For medical practitioners their reputations will adversely affected and they may be
accused of medical negligence, in contrast, patients have to bear the cost of unnecessary
treatment and also the pain and inconvenience of having their health put at risk. Addi-
tionally in practice, there are many situations where a medical practitioner is required to
not only apply his or her medical knowledge but also to consider the patient’s condition,
financial situation and even their personal emotional state. Generally, in treatment, some
cases are more complex than others are, so they should be allocated a longer time to allow
doctors discuss them thoroughly, while some cases are easy and can be treated in a regular
way. Nutrition is an important part of cancer treatment. Eating the correct meals help to
build the immune system and fight against disease. Food provides energy, vitamins and
other essential nutrients needed by the body to function properly and sustenance for daily
activities.

A healthy diet enhances body growth, promotes good mental function, boosts body
beauty and promotes healthy long life. Nutrition therapy could be used to manage chronic
diseases by managing the diet based on the belief that food provides vital medicine and
helps to maintain a good health. In addition, a healthy food lifestyle helps to reach and
maintain a healthy mind and body weight, lowers health risks, such as obesity, diabetes,
hypertension and cancer, reduce effects during and after treatment. Therefore, nutrition
plays a crucial role in the care pathway for cancer patients. Proper nutrition can help
manage symptoms, improve quality of life, and potentially increase the effectiveness of
treatments. However, the nutritional needs of patients can vary considerably depending
on the type of cancer, the stage of the disease, the treatments undergone, and the general
physical conditions of the patient. Malnutrition, frequently observed in cancer patients,
can lead to deterioration of general condition, affect response to treatment and worsen
prognoses.

Personalization of nutrition for cancer patients has become a growing area of interest.
Personalized nutrition aims not only to optimize medical treatment, but also to respond
to the patient’s preferences and feelings, thereby improving their emotional and physical
well-being. Taking into account feelings and food preferences through methods such as
sentiment analysis can help design nutritional recommendations that are more accurate
and better accepted by patients.

8



1.1 Problem statement and objective

Managing nutrition in cancer patients is a major challenge. Cancer and its treatments,
such as chemotherapy and radiotherapy, can cause various side effects that affect the pa-
tient’s diet and nutritional status, such as loss of appetite, changes in taste, and digestive
difficulties. These symptoms make it difficult to maintain an adequate diet, essential for
supporting treatment, boosting immunity and improving quality of life. However, the nu-
tritional needs of cancer patients are highly diverse and influenced by multiple factors,
including their emotions and psychological state, which can vary significantly throughout
treatment.

therefore the problem posed in this project lies in the need to propose nutritional rec-
ommendations intended for cancer patients, not only to the specific physiological needs
of patients, but also to their emotional states and personal preferences which are often
neglected in traditional approaches.
It is in this context that our project falls, aiming to develop a food recommendation system
for cancer patients, based on sentiment analysis. This system aims to closely link nutri-
tional recommendations to patients’ emotional states and dietary preferences, leveraging
natural language processing techniques, providing personalized advice that supports both
physical health and well-being emotional of the patient.

1.2 Work Structure

The development of this project is structured into six chapters, organized as follows:
Chapter 1: General introduction.
Chapter 2: General and Basic Concepts - This chapter will cover the key concepts nec-
essary to understand the project, including basic notions of recommendation systems, and
sentiment analysis.
Chapter 3: State of the Art - Analysis of previous work and studies relating to nutrition
recommendation systems in the field of health in general and cancer specifically.
Chapter 4: Presents our solution to meet the needs presented in Chapter 3. We describe
the system architecture and the implementation of the different concepts. We also define
the tools used to build the system.
Chapter 5: presents the overall validation of our system, as well as the results of tests
and comparisons of the different types of algorithms used. All this after having presented
the technological aspects surrounding the implementation of our system as well as the de-
scription of the different interfaces of the application.
The last chapter (chapter 6) concludes this dissertation and presents some future perspec-
tives. Finally, the thesis includes the bibliographic references used for its elaboration.
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2
Fundamental concepts

2.1 Introduction

In a world where technology increasingly shapes the way we live and interact, recommen-
dation systems and sentiment analysis are emerging as essential tools for personalizing
user experiences and providing users with information that corresponds to their interests
and this by analyzing their interactions with their information space. For cancer patients,
personalizing diet based on detailed analyzes of their preferences and emotional state could
significantly improve their well-being and quality of life.

In this chapter, we explore two crucial areas recommender systems and sentiment anal-
ysis. The first section is dedicated to recommender systems, we define what recommender
systems are, discuss their main applications and objective, present their varied types as
well as the advantages and disadvantages associated with each. In addition, we detail the
key stages of their implementation. In the second section, we discuss sentiment analy-
sis, starting with its definition, the different types and levels of analysis, the associated
technical challenges and relevant application areas.

2.2 Recommendation systems

2.2.1 Definition

Recommendation systems (RS) can be defined in various ways, given the diversity of classi-
fications proposed for these systems, which may relate to different types of data or specific
approaches.
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In a general way, RS is a software tool and an intelligent system that provides the user
with suggestions on items or products that meet his needs or are simply likely to interest
him. For example, what movie to see, what book to buy or even what music to listen,
these suggestions are based on the individual’s tastes by analyzing the browsing history,
opinions, comments and ratings given to products and the behavior of other users [1]. A
RS does not receive a direct request from the user, but must offer him new possibilities
by learning his or her preferences, browsing history, opinions, comments, and ratings given
to products or similar behaviors of other users. The recommendations given by a RS
are pointed to support their clients in different decision-making forms, for example, what
things to purchase, what music to tune in, or what online news articles to read.

Recommender frameworks are important implies for online users to manage with data
over-burden and offer assistance them make superior choices. They are now one of the
most popular applications of artificial intelligence, supporting information discovery on
the Web[42].

2.2.2 Fields of use

Recommender systems have become important and used in several fields, most particularly
healthcare. Below we mention some of the primary fields of use for recommender systems:
• E- commerce( Amazon).
• Social media (Facebook. . . ) in this field RSs suggest pages, groups, posts, news. . . that
might interest users.
• Music (lastFM).
• Cinema and movies (Netflix and Movielens).
• Fashion and Retail ( ASOS).
• Food(Yelp).
• Education and Learning( Coursera).
• Video on demand (YouTube).
• Tourism, in this field RS’s suggest destinations, activities, and accommodations to users.
For example TripAdvisor.

2.2.3 Basic concepts and notations

In this section, we define some concepts and notations related to recommendation systems.

User and Items entities

The two basic entities that appear in all recommendation systems are the user and the item.

1.Users: In the context of recommender systems, a ”user” is the person who uses and
accesses the system, gives their opinion on various items and registers by entering his per-
sonal information (interests, age . . .) and receives new recommendations from the system
and receives new recommendations from the system. The set of users in the system is
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represented by U , where a user is u ∈ U .

2.Items: The ”Item” is the general term used to designate what the system recom-
mends to users. It is the entity which represents any element constituting a recommenda-
tion list and which corresponds to the needs of the user. Including any product likely to
be sold (book, products...etc. on the sites of the e-commerce such as Amazon.com), seen
(movies on online TV sites such as Netflix), listened to (music) or read (such as information
in online newspapers, magazines), as well as holiday destinations, restaurants, etc. The
collection of items that the system can recommend is denoted by I, where i ∈ I.

User-Item Matrix(Rating Matrix)

The user-item matrix is a fundamental structure used in recommender systems to represent
user interactions or preferences towards items. of which the entire system < u, i > are
recorded in a sparse database called Evaluation Matrix or User-item Matrix, and it is
denoted by R, where each row corresponds to the evaluations provided by a single user
and a column corresponds to the evaluations given to a single item by all users[51].

Profile notion

Generally, the profile of an object is a set of characteristics that allow it to be identified or
represented. Two types of profiles can be used in recommendation systems, corresponding
to the two entities used in these systems : the user and the item.

1. User profile: it is a description of the user’s characteristics, which may be his
or her interests, demographics, or preferences expressed in the form of evaluations, etc.
Several approaches for acquiring information about the user in order to build his profile
exist [2];[52].

2. The item profile: it corresponds to the description of the item with a set of
characteristics, also called attributes or properties, for example in a food recommendation
system, items (foods) are represented by their nutrients, ingredients . . ., while in a docu-
ment recommendation system, attributes are keywords that describe the semantic content
of the document.

Prediction

In the context of recommendation systems, ”prediction” is the calculation of the probable
rating (the process of estimating the ratings) that a user will assign to an item that he or she
has not yet seen, evaluated or interacted with. This process is central to the functionality
of recommendation systems, as it enables them to suggest items that a user is likely find
useful based on their past behavior and preferences.
In general, Rating Matrices have only a few cells containing values while the others have
unknown values and in the majority of cases they have a ”0” inside, resulting in sparse

12



matrices. Therefore, the density of these matrices will not be sufficient to generate precise
recommendations. Therefore, missing rating prediction methods are used to increase the
density of the user-item matrix to make more powerful and relevant recommendations.
This process is central to the functionality of recommendation systems, as it enables them
to suggest items that a user is likely find useful based on their past behavior and preferences.

Recommendation

Recommendation is the action of calculating a list of items (often referred to as the Top-N
items) that are predicted to be most appealing to the user. This process entails scoring
items based on factors such as their popularity or how well they align with the user’s
preferences. Contrary to prediction, which relies on assessing and forecasting user ratings,
the calculation of recommendations is not based on evaluations, but rather incorporating
a broader range of criteria to identify the items likely to resonate most with the user.

2.2.4 Goal of recommendation systems

The aim of a recommendation system is to provide a user with relevant resources according
to their preferences. The latter thus sees reduced his research time but also receives
suggestions from the system to which he would not have spontaneously paid attention. The
rise of the web and its popularity have contributed in particular to the implementation of
such systems as in the field of e-commerce. Recommendation systems can be seen initially
as a given response to users with difficulty making a decision in the context of the use of
a ”classic” information research system[38].

2.2.5 Types of recommendation systems

Recommendation systems are tools and techniques aimed at presenting items likely to
interest the user. According to the classic classification, there are three main types of
recommender systems:
Content-based filtering, Collaborative filtering, and Hybrid recommender systems.

Content-Based Filtering (CBF)

Definition:
This type of recommendation is based on choices a user has made in the past to suggest
items they will consume in the future (Suggest items similar to what a user liked in the
past). For example, if a user likes science fiction movies, the system will recommend other
science fiction movies[6].
Therefore, a CBF system follows two main functionalities as follows: Firstly, it compares
the items not rated by the user with his, represented by all the items he has rated (such
as clicks, ratings and likes . . .), by calculating the similarity between them, i.e. it is an
item-to-item correlation. Then, it recommends the items closest to the user’s preferences.
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Therefore, the content-based filtering process requires two essential constituents which
are: item profiles and user profiles, because recommendations are generated based on the
correlation between the profiles of these two entities[37];[39].

Figure 2.1: Content-Based Filtering technique.

Advantages:

X Recommend items similar to ones users have liked in the past.
X Matching between user preferences and item characteristics also works for textual data.
X We do not need data about other users.
X No need for a large community of users to be able to make.
X Absence of low-density problem.
X The possibility for users to build their own profile through exclusive ratings. In other
words, CBF provides user independency.
X CBF recommender system gives explanation on how the recommender works (trans-
parency).

Disadvantages:

B This type reduces the diversity of the recommendation item: if a user has never con-
sumed an item with a particular set of keywords, it will never be suggested to him.
B Requires user profile: CBF is not effective in providing recommendations for new user.
This is because the training model need the history of ratings of the user. It is necessary
to have a huge number of ratings for the target user to make right predictions for him.
B Filtering based on the thematic criterion only, absence of other factors such as scientific
quality, the target audience, the interest shown by the user, etc.
B New user: No history.
B It based entirely on item and topic scores of interest: The fewer scores, the more limited
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the set of possible recommendations.
B The difficulty of indexing multimedia documents: The growth of multimedia documents
(text, image, videos, etc.) poses the problem of taking into account the structural infor-
mation of the documents to help identify relevant multimedia content.
B Cold start problem: A new user of the system is having difficulty expressing his profile
by specifying topics that interest him.

Collaborative filtering (CF)

Definition: One of the oldest techniques used and which still remains among the simplest
and most effective today is collaborative filtering. The idea of collaborative approaches is
to try to predict a user’s opinion on different elements. The recommendation is based on
the user’s previous likes and reviews and a measure of similarity with other users [6];[7].
For example, if user U1 and user U2 both liked item 1 and item 2, and user U1 also liked
another item 3, the system will recommend item 3 to user U2[40].
The main steps of this approach are:
1. Many user preferences are saved;
2. A subgroup of users is identified whose preferences are similar to those of the user
seeking the recommendation;
3. An average of preferences for this group is calculated;
4. The resulting preference function is used to recommend items to the user seeking the
recommendation.

Figure 2.2: Collaborative filtering technique.

Advantages:
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X The quality of the recommendation can be evaluated.
X The greater the number of users, the better the recommendation.
X Use the scores of other users to evaluate the usefulness of the elements.
X Find users or groups of users whose interests correspond to the current user.
X Thanks to its independence with regard to the representation of documents, collabo-
rative filtering makes it possible to resolve the problems linked to content-based filtering,
and therefore to filter any type of information (texts, images, videos).
X Another advantage of collaborative filtering is that users’ value judgments integrate not
only the thematic dimension but also other factors relating to the quality of documents
such as diversity, novelty, suitability for the target audience, etc.

Disadvantages:
B Cold start: Collaborative filtering systems depend on user evaluations of items. There-
fore, a new item cannot be recommended until no user has rated it. In recommendation
systems based on collaborative filtering and content-based systems, it is impossible to
predict user preferences without knowing their item evaluation histories. Therefore, new
users will not receive specific recommendations before having evaluated a certain number
of items.
B Complexity: in systems with a large number of items and users the calculation grows
linearly

Hybrid systems (HRS)

Definition:
Hybrid systems are approaches that combine two or more recommendation approaches (For
example,collaborative filtering and content-based filtering) to provide recommendations
that are more accurate,diverse and robust.These combinations make it possible to benefit
from the advantages of the approaches used and helps solve some problems faced by systems
with a single approach, for example, the item-level cold start of collaborative approaches
can benefit from the advantages of content-based approaches[41].

Figure 2.3: Hybrid filtering.

Advantages:

XReduce cold start issues.
XImprove the accuracy of recommendations.
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2.2.6 The main stages of the recommendation

Generally, a recommendation system requires three steps, as shown in the figure below:

Figure 2.4: Stages of the recommendation.

Collecting information

To be relevant, a recommendation system must be able to make predictions about user
interests. We must therefore be able to collect a certain amount of data on them, in order
to be able to build a profile for each user. There are two forms of data collection:

Collection of explicit data - Active filtering: Collection relies on the user explicitly
indicating their interests to the system.
Example: Ask a user to comment, tag, rate, like or even add as favorites content (objects,
articles, etc.) that interest them. We often use a rating scale ranging from one star (I don’t
like it at all) to five stars (I like it a lot) which are then transformed into numerical values
so that they can be used by recommendation algorithms.

X Advantage: Ability to reconstruct the history of an individual and ability to avoid
aggregating information that does not correspond to this single user (several people on the
same station).
B Disadvantage: The information collected may contain a so-called reporting bias.

Implicit data collection - Passive filtering: It is based on an observation and analysis
of user behavior carried out implicitly in the application, which embeds the recommenda-
tion system; everything is done in the ”background” (roughly without asking the user).
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Example: Obtain the list of items that the user listened to, watched or purchased online.

X Advantage: No information is requested from users, all information is collected
automatically. The data retrieved are a priori fair and do not contain reporting bias.

X Disadvantage: The data recovered is more difficult to attribute to a user and may
therefore contain attribution bias (common use of the same account by several users). A
user may not like certain books they purchased, or they may have purchased it for someone
else

Implementation of a user matrix of collected information”user model

The implementation of a matrix called ”user matrix” or ”user model” including information
concerning users collected during the previous stage of information collection. It can be
represented as a table that contains data collected about the user associated with the
products available on the website.
The table below presents a fictitious example of a binary matrix containing information
such as ”user u liked/did not like item i”. This information can also be ”purchased/did
not purchase”, ”viewed/did not view”, etc. They can also be measured on a larger number
of classes: ”gave 1/2/3/4/5 stars” etc. User interests generally evolve over time. The
user model data should be constantly readjusted to remain consistent with the user’s new
interests.

Figure 2.5: example of the user matrix.

Extracting the list of recommendations

To extract a list of suggestions i.e. recommendation from a user matrix, the algorithms
use the notion of measuring similarity between objects or people described by the user
model. The purpose of similarity is to give a value or a number (in the mathematical sense
of the term) to the resemblance between two things. The stronger the resemblance, the
greater the similarity value will be. Conversely, the weaker the resemblance, the smaller
the similarity value will be.
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2.3 Sentiments analysis:

2.3.1 Definition

Sentiment analysis also referred to as opinion mining extraction, sentiment mining, subjec-
tivity analysis, affect analysis, emotion analysis, review mining, appraisal extraction, is an
natural language processing approach (NLP) that identifies the feeling and emotion behind
a piece of writing. The process consists of acting on a text, a sentence or a complete article,
and analyzing the emotion expressed by the author. Feelings are generally classified into
three types: negative, neutral and positive. The two expressions sentiment analysis (SA)
or opinion mining (OM) are interchangeable. They express mutual meaning. However,
some researchers have stated that OM and SA have slightly different notions: Opinion
Mining extracts and analyzes people’s opinion about an entity while sentiment analysis
identifies the sentiment expressed in a text and then analyzes it. The goal of SA is to find
opinions, identify the feelings they express, and then classify their polarity. This technique
is widely used in various fields like marketing, social media monitoring, customer service,
etc., to understand people’s opinions and reactions[43];[45].

2.3.2 Sentiment Analysis types

There are several types of sentiment analysis. The figure below show some of them:

Figure 2.6: Types of sentiment analysis.

Aspect-based sentiment analysis

Aspect-based sentiment analysis focuses not just on whether the sentiment is positive or
negative, but also on which aspect the sentiment is associated with (i.e. overall sentiment
about a certain aspect is classified as positive, negative, or neutral). The results are more
detailed, interesting and precise because this type of sentiment analysis examines in detail
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the information contained in a text. It is used in a wide variety of industries, including:E-
commerce- Identify specific aspects of a product (quality, design, price, etc.) that are liked
or disliked by customers. Healthcare- Analyze certain aspects of healthcare enterprises
that are being discussed by customers such as plans of treatments, medications, quality of
care, etc[3];[44].

fine-grained sentiment analysis

This type uses a lexicon approach to delve deeper into the sentiments expressed in a given
text. It helps in identifying sentiments based on levels of sentiment intensity, emotions, and
target. For instance, sentiments could be classified as very positive, positive, neutral, nega-
tive, and very negative. This helps in capturing more nuanced emotional responses[3];[44].

intent-based sentiment analysis

Intent-based goes beyond identifying the tone (positive, negative, or neutral) of the given
text and leveraged machine learning algorithms to understand the underlying purpose of
the text. It seeks to determine the intention behind texts; this could entail gauging whether
the text is expressing a query, a question, feedback, a complaint, a command, or a desire. It
correctly identifies the sentiment of the text along with the degree to which it is expressed,
and it can improve interaction strategies[3].

Emotion detection

Most of the emotion detection systems are based on the use of sentiment lexicons or complex
machine learning algorithms, this type of sentiment analysis helps identify the emotions
that customers express in their comments It is more intricate than traditional sentiment
analysis, It can deftly identify emotions such as anger, happiness, fear, and surprise. For
example, sites like The Athletic allow readers to comment on articles, but also offer a
simpler ”what do you think of this story? ” feedback option[3];[46].

2.3.3 Levels of sentiment analysis

Sentiment analyses occur at three main levels, each providing a different depth of under-
standing:

Document level

Known as document-level sentiment classification. In this level of analysis, sentiment is
extracted from the entire review, and a whole opinion is classified based on the overall
sentiment of the opinion holder[48];[47].

20



Sentence Level Classification

This level of analysis is closely related to the classification of subjectivity, which distin-
guishes between objective sentences (which presents some factual information) and subjec-
tive sentences (personal feelings, points of view, emotions, or beliefs). However, it should
be noted that subjectivity is not equivalent to feeling as many objective sentences can
imply opinions[4].

Aspect level

The aspect level was earlier called the feature level (feature-based opinion extraction and
synthesis). It performs a finer analysis. The goal in this level consist on identifying
object features that have been commented on by the opinion holder and determine whether
the opinion is positive, negative, or neutral. Instead of looking at language constructs
(documents, paragraphs, sentences), aspect level looks directly at the opinion itself. It is
based on the idea that an opinion consists of a feeling (positive or negative) and a target
(opinion)[4];[49].

2.3.4 Challenges

Sentiment analysis, also known as opinion mining, involves the study of opinions, senti-
ments, attitudes, and emotions expressed in text. While sentiment analysis offers valuable
insights into public opinion, it also presents several challenges that can affect its accuracy
and effectiveness and that need to be addressed. Here are some of the main challenges
faced in sentiment analysis:

Contexte and polarity

Humans can understand the context of an interaction, but this can be an obstacle for
an algorithm, where Algorithms cannot learn about contexts if they are not mentioned
explicitly. One of the problems that arise from context is changes in polarity and this is
the most common form of sentiment analysis, which involves classifying a piece of text
as positive, negative, or neutral[5];[43]. For example, look at the following responses to a
survey:
Everything about it.
Absolutely nothing!
If the question is” What did you like?” the first answer will be positive and the second
negative, But if the question is ”What didn’t you like?” the negative in the question will
make sentiment analysis change altogether. Pre-processing or post-processing will therefore
be important so that the machine understands the context that may have caused certain
responses. Nevertheless, it remains a difficult task.
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Determine subjectivity and tone

In texts, human interactions can be subjective and objective. Objective texts do not
contain explicit sentiments, whereas subjective texts do .It is difficult for algorithms to
judge[5];[43]. For example, if we intend to analyze the sentiment of the following two texts:
The wallpaper is beautiful.
The wallpaper is white.
We can estimate that the feeling is positive for the first sentence and neutral for the second.
All predicates (adjectives, verbs, nouns, etc.) should not be treated in the same way when
analyzing the sentiment in a sentence. Here, the term ”beautiful” is much more subjective
than the term ”white”.

Identify sarcasm and irony

Detecting sarcasm and irony can be challenging; individuals might use positive words
to convey negative sentiments, and without a deep understanding of the context, these
sentiments can be difficult for machines to interpret accurately[5];[50]. For example, if
we take the answer to the question: (Did you enjoy your experience on our site?), (Yes
of course! There are no bugs!) Here, at first glance, it would seem that the answer is
yes. However, we could very well see irony in it and understand the opposite. The issue
here is that there are no explicit textual indicators to guide the machine in discerning or
questioning the true emotion behind the statement.

Neutral posts

Another issue is neutral posts, which are not categorized. How does the algorithm handle
neutral messages? What we mean by neutral does matter when we train sentiment analysis
models. Since tagging data requires that tagging criteria be consistent, a good definition
of the problem is necessary.

2.3.5 Sentiment analysis application

The importance of sentiment analysis exists in many fields, and a number of applications
have emerged in this context. Let us briefly mention few applications:

Policy:
Before a new law is made, politicians try to get the opinion of social media users on the law.

Economy:
The customer asks for the opinion of other people who are using the product before buying
it, companies can know the opinion of customers on their products or services to make
changes.
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Education:
Sentiment analysis helps teachers and schools take corrective action.

2.4 Conclusion

We have attempted throughout this chapter to focus on recommender systems and sen-
timent analysis, providing an in-depth understanding of these technologies and their po-
tential. We have examined their definitions, areas of application, stages of RS and the
different existing types of both RSs and sentiment analysis.
In the next chapter, we will present the state of the art with details on the studied papers,
methodologies and tools on RSs for healthy food for cancer patients.
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3
State of the art

3.1 Introduction

The advent of the internet has transformed the way of accessing information, leading to
an increase in the quantity and diversity of available data due to the growing number of
users. Recommender systems have gained widespread popularity as tools to help users
efficiently retrieve pertinent information. In particular, food recommender systems (FRS)
are of paramount importance to overcome the overwhelming abundance of information
within the food domain. However, the recommendation of food is a complex domain with
distinctive characteristics that pose many challenges. Despite the importance of FRS in
promoting healthy eating habits and improving overall health outcomes, there have been
very few systematic literature reviews conducted in this domain and specifically FRS for
cancer patients. This chapter is addressed to present a systematic literature review that
summarizes the current state-of-the-art in FRS.The review examines the different methods
and algorithms used for recommendation, the data and how it is processed, and evaluation
methods. It also presents the advantages and disadvantages of FRS.

3.2 Related works

Pawar et al [11] have proposed a hybrid food recommendation for recommending recipes
tailored to cancer patients, considering user preferences and the anti-cancer properties of
each recipe. The architecture consists of two main blocks, the content-based (CB) block
mainly employing matrix factorization and the collaborative filtering (CF) block. The
collaborative filtering approach tests Alternating Least Square (ALS), Bayesian Person-
alized Ranking (BPR), and Logistic Matrix Factorization (LMF), with ALS performing
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the best. The authors proposes an extension to the machine learning algorithm SVD++,
named gSVD++, which considers both implicit and explicit feedback from users. The
CB block filters recipes according to user preferences and returns a set of recipes (RL1)
with preference scores calculated based on the content (ingredients, cuisine, etc.). The CF
block generates a distance graph of user preferences, creates clusters of users with similar
taste, and filters 15 neighbors closest to the current user to retrieve recipes that have been
liked by these users. The preference scores for these recipes are calculated and scaled to
generate a set of recipes (RL2). The union of recipe sets RL1 and RL2 is passed through
a post-process block, which filters out any recipes already liked/disliked by the user. The
resulting set is inputted to the CBM Block to get their associated health scores. The final
score for a recipe is calculated using a combination of preference and health scores. The
scores are then used to rank and display the recipes.

Raguvaran et al [12] have proposed a healthy and nutritious meal suggestions for cancer
patients using a CapsNet model, a type of deep neural network. The three key procedures
in the proposed study are Preprocessing, feature extraction, and classification. They im-
plemented six layers in this proposed work where the first three layers are involved in the
feature extraction phase, while the remaining three layers participate in the classification
phase. During the feature extraction phase, the input layer receives food images and pa-
tient health details, initiating the process. The convolution layer conducts convolution to
extract essential features from the food images, preparing the data for more detailed anal-
ysis. Then the primary capsule layer predicts nutritional information and probabilities of
nutrients based on the extracted features. In classification phase, The Food Capsule layer
uses Routing Agreement to determine likely outcomes, while Margin Loss ensures that the
model learns to classify items based on the presence or absence of specific features in food
images. Subsequently, the Classification Layer uses information extracted from previous
layers to classify foods as beneficial or to be avoided. Finally, the Output Layer takes the
results from the food classification layer and generates a final output. The authors uses
Food-101 dataset and cancer patient dataset for analysis .The proposed approach achieves
an accuracy of 95% with decreased loss value.

Tang et al[16] have proposed a personal preference knowledge graph model (PPKG),
which adopts two modules for the recommendation. The user and item embedding mod-
eling module, which utilizes the knowledge graph attention network architecture (KGAT)
to learn item embedding and enhance recommendation precision by representing features
in the knowledge graph with message-passing and update functions. The model prediction
module incorporates long short-term memory (LSTM) networks to consider the influence
of time on users’ taste preferences. It predicts recipes based on users’ historical dietary
habits for more personalized recommendations beneficial for cancer prevention and treat-
ment. To verify the effectiveness and rationality of their approach the authors created their
own dataset by crawling recipe websites and extracting information from textbooks, they
used rule-based methods to identify entities like diseases, symptoms, ingredients, effects
and their relationships to construct a cancer knowledge graph(the identified entities and
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relationships were manually reviewed by medical professionals). They compare the PPKG
with three other recommendation algorithms (BPRMF, CKE and CFKG) on self-created
datasets showed that PPKG outperformed others in terms of recall and NDCG evaluation
metrics, demonstrating its effectiveness.

Ahmad et [9] have proposed a food recommendation system that utilizes machine learn-
ing algorithms to recommend food to patients based on their health and medical conditions.
This system recommends food dishes tailored to individual nutritional needs by employing
the K-means clustering algorithm, the food inference algorithm, and the patient nutrition
calculation algorithm. The K-means clustering algorithm is used to process the initial
input of food with ingredients, compute the nutrients by components, form clusters based
on the nutrients, and recommend food to the patient based on these clusters. The patient
nutrition calculation algorithm is used to recommend patient nutrient data based on spe-
cific criteria such as potassium needs, calorie requirements etc. It utilizes inputs like the
patient’s age, gender, and blood test report to calculate and recommend suitable nutrient
levels for the individual. After that the food inference algorithm use the outputs of this
two algorithms as inputs and compare various parameters of the patient’s health with the
recommended values by the Food and Drug Administration (FDA). It then calculates the
inferred nutrition of food based on FDA standards and the individual’s health state to
recommend food dishes that align with the person’s nutritional needs. The accuracy of
the recommendation system is evaluated using the confusion matrix to obtain this three
metrics: Precision, Recall, and F1 score. The notable advantage of this system lies in its
ability to minimize the excessive usage of medication and preventing potential side effects.
Additionally, the dietary recommendation system can aid individuals in managing illnesses
and avoiding the need for frequent appointments with physicians for medicines and dietary
guidance.

Thongsri et al [17] have proposed a food recommender system based on collaborative
filtering and the knapsack method. In the collaborative filtering segment, they computed
the Pearson correlation coefficient between the ratings given by new users and old users
to establish similarity based on correlation. Once similarity was determined, they calcu-
lated the prediction value for new users based on the ratings of old users. This allowed
them to predict the preferences of new users based on the ratings of old users. By switch-
ing to the knapsack method, the system adopts a nuanced approach to recommend food
quantities that align with individual user restrictions, including dietary considerations and
health-related constraints. This method involves a strategic selection of food items, akin to
solving the knapsack problem, where foods are considered based on their nutritional value
(”weights”) and alignment with user preferences (”values”). The goal is to maximize the
total preference value while adhering to a predetermined caloric intake, calculated from
each user’s basal metabolic rate (BMR). Through the application of dynamic program-
ming, the system efficiently selects recommended menus, optimizing for user preference
scores within the framework of each user’s daily caloric limit. This dual-method approach
ensures that recommendations are not only personalized to taste but also to nutritional
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needs and health goals, offering a comprehensive solution for personalized food recom-
mendations.The evaluation results showed that users were satisfied with the system. The
overall average satisfaction was 4.20, indicating a high level of satisfaction (where 5 points
mean extremely satisfied, 1 point = absolutely dissatisfied).

Rehman et al [13] have proposed a food recommendation system for people suffering
from common diseases. The proposed model is a cloud based food recommendation system
called Diet-Right. The model utilize ant colony algorithm (ACO ) that involves suggest-
ing optimal and appropriate foods and nutrition based on the results of their pathological
tests. The main objective of using ACO is to optimize the selection of foods based on
users’ pathological reports, thereby contributing to the control and prevention of various
diet-related diseases. This approach aims at providing personalized and accurate food
recommendations by leveraging the values of users’ pathological reports, enhancing the
relevance and effectiveness of the proposed food recommendation system. The food rec-
ommendation process involves constructing a food graph where each food is a node. Ants
create local solutions by visiting nodes with the best cost relative to nutritional goals.
Transition probability between nodes is calculated based on pheromone and heuristic in-
formation. Ultimately, a globally optimized solution is achieved by comparing the root
mean square errors (RMSE) of different ant solutions, updating pheromone to converge
towards the optimal solution. The authors constructed a database of 345 pathological test
reports and their correspond-ing normal ranges. The dataset was created through a field
survey, gathering pathological reports from various laboratories and verified by hospital
pathologist. Additionally, a database of 3400 food items was compiled, each with 26 entries
detailing common nutritional information, sourced from the official website composition of
foods integrated dataset (CoFID)[?]. It is shown that parallel execution on cloud reduces
convergence time by approximately 12 times. Furthermore, sufficient accuracy is attain-
able by increasing the number of ants.

Raguvaran et al [8] have introduced an Enhanced Long Short-Term Memory (E-LSTM)
model for analyzing nutrition in food recommendation images for cancer patients. The
E-LSTM method automatically suggests suitable dietary charts for cancer patients, incor-
porating both positive and negative nutrients for every patient. To enhance prediction
and classification accuracy, a specialized layer named E-LSTM has been integrated. The
proposed method consists of six layers. The input layer which takes two types of inputs:
food images and that are used for classifying and generating a diet meal plan, and details
about cancer patients which are varied upon the patient body condition, and the stage
of cancer. Feature extraction and mapping layer which extracts features like ingredients
and nutrients from the food images then maps the extracted nutrient values to predefined
limits for each patient based on their cancer stage. The LSTM Layer contains multiple
LSTM blocks to predict amount of each nutrient in the food images. A single LSTM block
uses three gates (input, forget, output) to control flow of information. The predicted nu-
trient values are the outputs which passed through Softmax layer. The softmax layer is
a crucial component in deep learning models used for classification tasks. It employs the
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softmax function, which converts predicted nutrient values to a probability distribution
ensuring that they fall within the range of 0 and 1. The classification layer compares pre-
dicted nutrient values with mapped limits, and classifies nutrients as positive or negative
for each patient (positive if within recommended limits, negative if exceeds limits). The
output layer which is the final layer of the proposed E-LSTM model provides nutrition
suggestions for patients (recommends foods with high positive nutrients and avoids foods
with high negative nutrients). The authors used Food-101 [19] food image dataset for food
classification, as it is publicly available. The Food-101 comprises 101 categories of food
items and each category contain 1000s of images. A comparison with standard LSTM
and existing food recommendation models such as DeepFood, Smart-Log, CSW-WLIFC,
and Quantized DRCNN demonstrates the superior performance of the proposed E-LSTM
technique in terms of F1 Score, Precision, Classification Accuracy, Recall, Training Loss,
and Validation Loss.

In [18], the authors have presented a food recommendation approach, designed to sug-
gest personalized daily meal plans for users taking into account their nutritional needs
and previous food preferences. The general architecture of the system is composed of four
layers, starting with the information gathering layer that captures all relevant nutrition-
related information associated with the user. The user profile dataset which is focused on
storing the information that characterizes the users. The intelligent system layer, which is
dedicated to receive user profile information as inputs and generating recommended meal
plans as outputs. This layer consists of three main components : 1) the nutritional context
determination, which filters out foods that are not suitable for the current user recom-
mendation; 2) the short-term intelligent models that generates daily meal plans using an
optimization approach to maximize user preferences while ensuring nutritional require-
ments are met; and the long-term intelligent models that fine-tune the generated daily
plans by considering weekly and monthly eating patterns for users to follow. An end-user
interface that is designed to present the recommended meal plans and additional visualiza-
tions of nutritional information. This interface prioritizes the collection of user feedback
on the recommendations provided. This feedback is then relayed to the information pro-
cessing layer and continually and utilized on an ongoing basis in the user profiling. The
objective of the presented study is then to propose a comprehensive solution intended for
incorporation as the intelligent systems component within this architecture. This solution
integrates the use of Multi-Criteria Decision Analysis, referred to as AHPSort, to identify
the nutritional context. AHPSort is specifically used in this paper to rank food alternatives
based on various criteria through pairwise comparisons, and then eliminating unsuitable
foods. Additionally, it includes a short-term intelligent model based on an optimization
scenario that considers both nutritional factors and individual preferences. It also includes
a probabilistic approach to compute user preferences based on past common food intake,
providing an alternative when the user disagrees with the initially generated menu.The
dataset used in this article, comprising the list of food items, is constructed based on two
popular food composition tables provided by Wander [18]. These tables contains nutritional
data for 600 foods categorized into 12 groups, including calorie content and 20 different
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macronutrients and micronutrients. Using the proposed AHPSort method,the pre-filtering
stage eliminates 32 and 40 foods detected as inappropriate for overweighted and diabetic
users. A menu templates that is used in the menu recommendation is also defined as
initial data. This template comprises a breakfast, a lunch, and a dinner. Once the foods
are classified as appropriate an optimization scenario is used for filling the menu template
presented. Moreover, an analysis of the optimization-based stage using 50 artificial user
profiles indicates that it successfully achieves its goal of promoting the recommendation
of foods with high consumption frequency but not recently consumed. In addition, it was
explicitly confirmed that larger user profiles enhance the creation of a more varied menu
composition, and that the probability-based approach performs better in such profiles. Fi-
nally, the mentioned finding globally demonstrate that the proposed approach is effective
in achieving its primary objective of personalized menu delivery.

Stefanidis et al [15]focused on providing an AI-driven nutritional advisor which falls
under the category of a knowledge-based recommender system for meal plans. This sys-
tem takes into account user profiles such as physical characteristics, dietary choices, health
conditions, preferences, etc. The general architecture of the system consists of two lay-
ers. The first one is a qualitative layer that focuses on verifying the appropriateness of
individual ingredients within meals, operating as an expert system which employs fuzzy
inference techniques and an ontology of rules curated by nutrition experts. The second
one is a quantitative layer operates as an optimization method to generate daily meal
plans. The proposed AI nutritional advisor aims to deliver daily nutritional plans (NPs)
tailored to its users by analyzing their profiles. This advisor comprises two main com-
ponents: the Reasoning-based Decision Support System (RDSS) and the NP generation
component. The RDSS determines the suitable meals for a user accounting on their profile
information, available meal options, and a qualitative rule ontology. The RDSS pre-filters
meals by eliminating those that are incompatible with the user’s profile and suggesting
meals containing nutrients that the user needs most according to their profile. Therefore,
its output is a list of acceptable meal options used to generate nutritional plans. The NP
generation component constructs daily meal plans by combining appropriate meals based
on quantitative rules established by a group of experts, including medical professionals,
nutritionists, and physical activity specialists. More specifically, this component receives
as inputs : the user profile and the list of appropriate meals recommended by the RDSS.
The dataset used in this article have been validated by experts, and it was accessible
at https://doi.org/10.5281/zenodo.7143234 (accessed on October 20, 2022). Hence, the
framework was evaluated through three types of experiments: a small-scale experiment
(200 meals) to validate the suitability of recommended meals, a large-scale experiment
(3000 virtual users and 21,000 meal plans) to evaluate meal plan accuracy and variability,
and a medium-scale experiment (300 virtual users) to examine the system’s recommenda-
tion capacity based on user profile complexity. The user groups can be further categorized
into three main categories: a.) Healthy individuals that are Adolescents, Adults and Older.
b.) Individuals who are likely to require supervision from a nutrition specialist that are
adults with excess weight and Athletes.c.) Individuals with health conditions that are
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adults with: obesity, cardiovascular disease, Type-2 Diabetes, iron deficiency anaemia and
adults with a diet low in fruit and vegetables. The obtained results indicate that the system
performed with high accuracy in generating suitable recommendations for macronutrients
and essential food elements in daily meal plans for all user groups (92.65% and 85.86%
accuracy, respectively). However, a factor limiting this accuracy was the restricted variety
of meals accessible in the database for the recommender system’s to use.

Lambay and Mohideen [10] have proposed a hybrid recommender system (HRS) for
providing healthy diet recommendations using machine learning (ML) and big data ana-
lytics. This system incorporates natural language processing (NLP) for data pre-processing
and ML algorithms for predictions and generating recommendations. In order to realize
the HRS framework an algorithm named Intelligent Recommender for Healthy Diet (IR-
HD) is proposed. The IR-HD algorithm uses matrix factorization and similarity measures
(Euclidean distance, cosine similarity, and Pearson similarity) to predict user ratings for
different foods and generate recommendations based on user preferences and food nutrition
data. It aims to minimize the root mean square error (RMSE) between predicted and actual
ratings. The proposed approach involves key steps such as pre-processing the data using
NLP techniques, constructing a user-food matrix and a user-food ratings matrix based on
the training data, computing health scores for each user-food pair based on the user’s needs
and the food’s nutritional values, generating personalized healthy diet recommendations
using the (IR-HD) algorithm. The general architecture of the proposed framework consists
of three main layers. They are known as cloud layer, middle layer and application layer.
The Cloud Layer is responsible for data storage and processing. This dataset is utilized for
generating a user-food matrix, and includes comprehensive information on various foods,
including their nutritional values and other dietary details. The middle Layer contains the
underlying methods for healthy diet recommendations. Finally the application layer is the
interface utilized by end users.

Rostami et al [14] presented a system called Healthy and Time-Aware Food Recom-
mender System (HTRFS) that combines innovative elements to provide personalized and
healthy food recommendations. This system utilizes time-aware collaborative filtering and
a food ingredients-based model. The time-aware collaborative filtering phase uses the
user-food rating matrix to estimate user-to-user similarity and recommend favorite foods
to active users. The authors introduced a formula to calculate temporal similarity be-
tween users based on food ratings and the time elapsed since those ratings. In the ”Food
ingredients-based prediction rating” phase, a model based on food ingredients predicts user
ratings by considering the nutritional information of foods. The ”Preference rating pre-
diction” process predicts user preferences based on user similarities and historical ratings.
Additionally, the ”Food health factor” calculation evaluates food healthiness to provide
final healthy recommendations to target users. By combining these steps, the model ef-
fectively recommends healthy foods considering user preferences, food health factors, and
historical ratings. The authors evaluated the model’s performance against several state-of-
the-art food recommendation systems using metrics like precision, recall, F1 score, AUC,
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and NDCG. Experimental data from Allrecipes.com and Food.com demonstrated the ef-
fectiveness of the proposed food recommender system compared to previous models.

Zioutos et al [19] in their study proposed a novel hybrid recommendation system
(SHARE) that provides personalized weekly meal plans by combining collaborative fil-
tering and content-based techniques. SHARE leverages collaborative filtering to identify
users with similar dietary preferences and recommend suitable recipes accordingly. It also
employs content-based filtering by analyzing recipe nutritional information and ingredients,
along with a knowledge-base component that maps chronic health conditions to appropri-
ate nutritional profiles for filtering out unsuitable recipes. The key novelty of SHARE is
its dynamic adaptation feature that allows users to interactively adjust meal plan recom-
mendations based on constraints, preferences, keyword/nutrition filters, and apply positive
weightings with the system learning from these choices to refine future recommendations.
The dataset used is from food.com, containing real-world recipe ratings from numerous
users. It also includes assigned chronic health conditions (cancer, obesity, diabetes, etc.)
to some users to simulate their health history. Experiments on food.com dataset with 40
users showed high success rates in recommending personalized and suitable recipes based
on various use case scenarios involving different adaptation aspects. The system demon-
strated its ability to provide accurate, dynamically adaptive meal planning aligned with
user tastes and health needs, making it a promising tool for improving dietary choices and
overall well-being.

3.3 Analysis and comparison

The table below represents the main characteristics of the different column approaches:
− The column ” Approach ” defines the author of the proposed approach.
− The column ” Dataset ” Indicates the set of data used to manage the system.
− The column ”Evaluation of performances ” Denotes how well the approach performs.
− The column ”Used techniques ” Defines the different methods used in this approach.
− The column ” advantages ” Presents the main advantages of this approach.
− The column ” disadvantages ”Defines the disadvantages of the approach.

After reviewing the works presented in the section above, we found out that there exists
various methodologies for constructing a food recommendation system tailored to provide
daily meal plan to healthy individuals and those with specific health conditions. Presently,
the predominant approaches involve the use of content-based filtering, collaborative-based
filtering, hybrid methods, machine learning algorithms, artificial neural networks, and deep
learning approaches, optimization methods, and probabilistic techniques. The presented
studies emphasize the importance of choosing appropriate algorithms or techniques to en-
hance the effectiveness of these models. Despite the advancements in food recommendation
systems, challenges remain due to the highly contextualized and personalized nature of food
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recommendations. Therefore, there is a need to investigate specialized food recommen-
dation approaches that integrate with other types of recommendation systems to provide
comprehensive and personalized solutions.
Moreover, our review show that there is a scarcity on food recommendation systems specif-
ically designed for cancer patients. Here [12]; [8]; [11]; [16] are the presented distinct ap-
proaches to personalized dietary recommendations for cancer patients. [11] introduces a
hybrid recommender system based on anti-cancer molecules in recipes, emphasizing cancer-
preventing strategies and nutrition. The study in [16] offers personalized dietary recom-
mendations using data mining techniques, tailored to individual health conditions and
preferences. Hence, a personal preference knowledge graph (PPKG) recommendation sys-
tem is provided recipe recommendations. The system uses the KGAT architecture and
it incorporate the LSTM network to capture users’ dietary habits from their historical
dietary records and predict recipes which users may like based on their habit model. In
[12] proposes a CapsNet model for food recommendation, achieving a 95% accuracy and
reduced loss, focusing on healthy meal suggestions for cancer patients.The system aims to
consider the patient’s bodily state and cancer stage, such as early, medium, and severe,
to suggest appropriate food items. The limitations of the system include the lack of real-
world implementation and testing of the system. The research in [8] aims to propose a
new approach using deep learning techniques to provide cancer patients with an effective
nutrient plan. This method is an Enhanced Long-Short Term Memory (E-LSTM) classifier
which is based on nutrition analysis of food images.

Furthermore, the presented approaches in the previous section explored a variety of
data sources including large public food datasets, custom datasets created through sur-
veys or web crawling, and food composition tables. Techniques employed ranged from
collaborative filtering algorithms like SVD++, ALS, BPR to Content-based filtering using
text/image features and neural networks (LSTM, CapsNet).
Most of the approaches using CB technique recommend items that are similar in content to
the item that the user liked in the past. However, this technique is efficient only if the item
can be represented as a set of features. In addition, these approaches suffer from plasticity
(the ability to change the user’s preferences). The CF technique matches users who shared
same preferences using the ratings for items in particular domain. The majority of the
approaches are based on the CF technique. For hybrid recommendation, it integrates two
or more recommendation techniques to limit the weaknesses of individual ones. However,
the use of RSs has exposed many challenges : data sparsity, cold start problems, fraud
and privacy . Those who try to improve CF approaches only take into concern the ratings
given to the products by the users, which mean that they do not include the knowledge
about the active user in the recommendation process, active user’s neighbors, products
nor relationships between them. Some methods incorporated knowledge graphs and do-
main knowledge about recipes, ingredients, and diseases. Hybrid approaches combining
collaborative and content-based techniques to limit the weaknesses of individual ones.were
popular, along with clustering, matrix factorization, and similarity measures. Knowledge
Graphs (KGAT) and domain knowledge incorporation were used in some cases. Clustering
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Approach Dataset Used techniques Evaluation of
performances

Advantages

Pawar et
al[11]

1M+ and
K&N
datasets

CBF, SVD++,
Support vector
classifier, CF: ALS,
BPR, LMF

ALS outperforms
from all the CF
algorithms tested

Hybrid ap-
proach aims to
overcome limi-
tations of single
techniques

Raguvaran
et al[12]

Food-101,
Cancer pa-
tient

CapsNet Accuracy = 95%,
Loss (0.025 at 20
epochs)

Improved classi-
fication accuracy
due to multiple
convolutional
layers for feature
extraction

Tang et
al[16]

Self-created KGAT, LSTM Recall = 0.7213,
NDCG = 0.08902

Considers the
influence of
time on users’
taste preferences
by modeling
dietary records
as sequences

Ahmad et
al[9]

/ K-means cluster-
ing, food inference,
patient nutrition
calculation

Very proficient sys-
tem

/

Thongsri
et al[17]

/ CF, knapsack
method

Satisfaction = 4.20
per 5

Addresses the
cold-start prob-
lem by collecting
initial user pref-
erences through
questionnaires

Rehman et
al[13]

Created
through a
field survey

ACO / Cloud-based
system provides
scalability and
pervasiveness

Raguvaran
et al[8]

Food-101
food im-
age, Patient
dataset

E-LSTM E-LSTM outper-
forms standard
LSTM, Deep-
Food, Smart-Log,
CSW-WLIFC and
Quantized DRCNN

First work pro-
ducing a dedi-
cated feature ex-
traction layer for
LSTM for this
task

Rostami et
al[14]

Allrecipes.com,
Food.com

Time-aware CF / /

Table 3.1: Comparative study of related works (Part 1).
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Approach Dataset Used techniques Evaluation of
performances

Advantages

Lambay
and Mo-
hideen[10]

/ HRS, IR-HD, NLP,
similarity measures

RMSE = 0.18445 Combines the
strengths of
NLP techniques
for preprocess-
ing and ML
algorithms for
data analysis
and recom-
mendation
generation

Zioutos et
al [19]

Real-world
recipe ratings

User-based CF
using cosine simi-
larity, CBF, Rating
decay mechanism,
knowledge-based
RS

Success rates (80-
90%)

/

Stefanidis
et al[15]

https ://doi.org/
10.5281/
zenodo.
7143234

(accessed on
October 20,

2022)

Knowledge-based
RS

Accuracy = 92.65%
and 85.86%

Identifying
strategies to
help patients
eat well during
and after cancer
treatment

Toledo et
al[18]

Constructed
based on
two popular
food compo-
sition tables
provided by
Wander

AHPSort, short-
term intelligent
model

Effective /

Table 3.2: Comparative study of related works(Part 2).
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(K-means), Matrix Factorization, and Similarity Measures (Euclidean, Cosine, Pearson)
were also applied. Optimization methods like Knapsack, Ant Colony, and AHP were also
used in some studies.

3.4 Conclusion

In this chapter, we have performed a comprehensive a state-of-the-art review where we
presented some of the most influential works in food recommendations that employed
concepts and techniques of, machine learning, deep learning, and artificial neural networks,
optimization and probabilistic approaches. We thoroughly examined each article in these
works, analysing the approaches proposed by the authors, evaluating the models’ results,
summarizing the conclusions drawn by the researchers. Each model exhibited its set of
advantages and disadvantages. Each of these approaches made a valuable contribution in
providing suitable daily meal plan for their user.
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4
Contributions

4.1 Introduction

Nowadays, food recommendation systems and extraction of useful information in an auto-
matic way are very important and help doctors to effectively diagnose cancer patients and
build patient databases.

The number of people suffering from cancer is increasing. Accurate diagnosis at an early
stage followed by appropriate subsequent treatment can reduce the risk of complications
on the patient’s health resulting from the cancer disease or prevent it.

In this chapter, we will present in detail our approach that we proposed and used during
our project as well as its different steps for food recommendation using medical details,
starting with the collection and preprocessing of data and then the construction of the
proposed model.

4.2 Contribution:

Our project consists on a food recommendation system for cancer patients based on senti-
ment analysis, i.e. enabling people with cancer to know the foods that match their nutrient
needs as well as their preferences and feelings towards different foods. To achieve this goal,
several steps must be followed to achieve better results. These steps are: data collection,
preprocessing, model, data training, model evaluations.

The following figure gives an overview of the proposed approach and the different stages
that make it up:

Import data from FNDDS database [20], in the form of a Dataset in CSV format,
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preprocessing of input data (Exploration and visualization of data, Data cleaning, etc.),
then selection of characteristics, construction of the model, training, recommendation and
calculation of precision, evaluation of the model.

Figure 4.1: Proposed approach.

We detail each step below as follows:
The first step is devoted to data collection, which consists of actively extracting informa-
tion from the source.
The second step consists on pre-processing the collected data; this step is made up of sev-
eral sub-steps including: cleaning of aberrant data, analysis and visualization of the data.
The third step consists of training and testing the data, it is a very important step to
achieve a good prediction result.
The last step is devoted to the construction of the model followed by a final recommenda-
tion.

4.3 Data collection

Data collection is a very important initial step in recommending foods for cancer patients.
This allows for proper processing and evaluation of the chosen approach. For our approach,
we have two data sets: food data set and cancer patients’ data set.
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Food dataset:The USDA’s Food and Nutrient Database for Dietary Studies (FNDDS)
is an application database created for analyzing dietary intakes from What We Eat in
America (WWEIA), National Health and Nutrition Examination Survey (NHANES). It
converts food and beverage portions reported in the survey into gram amounts and deter-
mines their nutrient values.
The dataset we use in our study (FNDDS 2019-2020) contains 5,624 food and beverage
items (4,982 foods/642 beverages).

Cancer patients’ dataset: It is a self-created dataset; contain 1000 patients with differ-
ent types of cancer and 10 columns.

4.4 Data preprocessing

After data collection, the next step is preprocessing, the latter is very important to extract
a perfect dataset in order to obtain quality results. This step involves cleaning, transform-
ing the data into a format that is processed more easily and efficiently in algorithms, and
integrating the raw data to prepare it for analysis. When we collect real-world data, it
consists of redundant data, missing values, and outliers that will always result in a model
that would not be effective for recommendation and data analysis. Therefore, with the
help of data preprocessing, we can remove all these problems [21].

Data preprocessing includes different phases:

Data exploration and visualization:
Data exploration is considered as the first step in data analysis process. It is a crucial step
in this process, because it helps identify outliers within the data that can inform subse-
quent data cleaning.
This process is multifaceted and involves several key steps beginning with data collection
and preparation, then, exploratory data analysis (EDA) techniques are applied.
EDA involves generating summary statistics, visualizing data distributions, and identify-
ing existing relationships between variables. As well as, data visualization is an essential
part of data analysis. It is defined as the visual exploration of data, which helps to obtain
and know in-depth and clear information and features about the dataset and variables. It
represents data through use of common graphics, such as info-graphics, charts. . . It helps
to grasp the underlying patterns and variations in the data.

We note that:
− The number of rows in the foods dataset is 5624 (0 to 5623 foods) and 11 columns
named as follow(Food code, Main food description, WWEIA Category number, WWEIA
Category description, Protein (g), Carbohydrate (g), Sugars, total (g), Fiber, total dietary
(g), Total Fat (g), Cholesterol (mg), Vitamin C (mg)),
− In the patients’ dataset, we have 1000 rows (patients) and 10 columns( Patient Id,
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Protein (g), Carbohydrate (g), Sugars, total (g), Fiber, total dietary (g), Total Fat (g),
Cholesterol (mg), Vitamin C (mg), Avis, cancer type).

The figures (4.2) and (4.3) below shows an overview of the two data sets used in our ap-
proach:

Figure 4.2: Foods dataset overview.

Figure 4.3: Overview of patients’ dataset.

Statistical summary of the Data Frame:
This summary gives as a quick overview of the dataset. We use pandas describe method to
view some basic statistical details like: count, mean, std, min, max. . . , pandas information
shows column data types (feature), number of non-zero values and memory usage.
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Figure 4.4: Statistical summary of the food dataset.

Figure 4.5: Statistical summary of the patients’ dataset.

The two figures below (4.4) and (4.5) are the statistical of our data sets:

Data cleaning:
Data cleansing is a process that aims to identify and correct corrupted, inaccurate or irrel-
evant data. This fundamental step in data processing improves the consistency, reliability
and value of data and helps strengthen the integrity and relevance of data by reducing
inconsistencies, avoiding errors and enabling better, more accurate decisions.

The data cleaning process involves several steps such as:

Missing value analysis:
”Missing values” refer to missing data in a dataset. These absences can occur for a variety
of reasons, such as measurement errors, data entry errors, unanswered questions in surveys,
or data collection problems.

Missing values pose a challenge because most algorithms cannot handle incomplete data
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directly.

To detect missing values in our datasets with Python, we used the ”is null() and sum()”
methods from the Pandas library.

Figure 4.6: Missing values in foods and patient’s datasets..

The figure 4.6 shows that there are no missing values in our datasets.

A duplicate is an entry in a dataset that is identical to one or more other entries. Dupli-
cates can pose analysis problems and bias model results because they distort descriptive
statistics and can give excessive weight to certain observations.
To detect duplicates with python we used the method (duplicated()) from the Pandas li-
brary, and we did not find any duplicates in our datasets.

Correlation matrix: The correlation matrix is a table showing the correlation coeffi-
cients between several variables. Each cell of the matrix shows the correlation between two
different variables. The correlation value generally varies between -1 and 1:
• +1 indicates a perfect positive correlation (as one variable increases, the other increases
as well).
• -1 indicates a perfect negative correlation (as one variable increases, the other decreases).
• 0 indicates no correlation (variables are not linearly related)[22].

The visualization of correlation matrices for the two datasets are shown in the following
figures:
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Figure 4.7: Correlation matrix of foods dataset.

Figure 4.8: Correlation matrix of patients’ dataset.
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4.5 Training and Testing Data

It is important to train and test a model to achieve a good recommendation result. This
method consists of dividing the data set into two parts: training part on which the model
does its learning and test part on which we test the model and evaluate its performance.
If a model performs better in both datasets, then the expected accuracy is better.

Figure 4.9: Train/test data.

43



4.6 Construction of the model

After data splitting, the next step is model selection to build a food recommendation
system for cancer patients. This step involves the implementation of different layers and
algorithms. This work consists of three main layers (input layer, selection layer, classifica-
tion layer) represented as follows:

Input layer:

The first layer of the proposed approach is an input layer where inputs are introduced.
Two types of entries were used: a food list containing information on different types of
foods and another list containing details about cancer patients such as their nutrient re-
quirements (protein, fiber, etc.).

The food CSV dataset and a dataset containing cancer patient details are fed to this input
layer.

Selection layer:

The food list and patient details are used as inputs to extract their features, which are
the amounts of nutrients for each food and each patient’s requirement of those nutrients
(The limit for each food nutrient is presented for each patient based of his state of health).
They include key nutritional information such as protein, carbohydrates, sugars, fiber, fat,
cholesterol and vitamin C.

Classification layer:

For all patients, recommended foods, foods to avoid will be classified using the Content-
Based Filtering method.

Content-Based Filtering
For all cancer patients,

1. Characteristics of Items (Food) :
Food characteristics are represented by their nutritional values, such as the amounts of
protein, carbohydrates, sugars, fiber, total fat, cholesterol and vitamin C.

2. User Preferences (Patients) :
◦ Patient needs are represented by their nutritional requirements and the feedback they
provided, which is analyzed for positive or negative feelings.

44



Content-Based Filtering Steps in the approach
1. Extraction of the Patient’s Nutritional Needs :
◦ The patient’s nutritional requirements are extracted from the relevant columns in the
patient dataset.
2. Filtering Foods According to Nutritional Needs :
◦ Foods whose nutritional values exceed the patient’s needs are filtered out.
3. Calculation of Cosine Similarity :
◦ The cosine similarity between the patient’s nutritional needs and the nutritional values
of foods is calculated to identify foods most similar to the patient’s needs. If the cosine
similarity is greater than the defined threshold then the food will be recommended other-
wise it will be avoided.

Once the list of foods is recommended, sentiment analysis is used to optimize this list.

Sentiment Analysis

1. Extraction of Patient Reviews

◦ Each patient can leave a text review describing their food preferences, dislikes, or general
feelings toward certain foods.
◦ Each food is associated with a Feeling Score : This is a value that varies from -1 (very
negative) to 1 (very positive). A sentiment score close to 0 is considered neutral.

2. Identifying Liked and Disliked Foods
◦ In addition to calculating the sentiment score, we look for specific words in reviews to
identify foods that patients like or dislike.
◦ For example, if a review says ”I hate broccoli ” or ”I love apples ”, this information is
extracted for later use in recommendations.
◦ Sentiment scores and lists of liked and disliked foods are added to patient data.
The food that exists in the recommendation list will be recommended according to the pa-
tient’s opinion regarding this food. The method used here is a combination of word-based
and rule-based sentiment analysis.

1. Word-based sentiment analysis (TextBlob):
− ‘TextBlob‘ uses lexicons and linguistic rules to determine the polarity (sentiment score)
of patient reviews. Polarity varies from -1 (very negative) to +1 (very positive).

2. Rules-based sentiment analysis:
− The code scans reviews for specific words like ”hate”, ”like”, ”love” and ”prefer” to
identify disliked or liked foods.
− If a review contains a food and the word ”hate”, that food is added to the list of hated
foods.
− If a review contains a food and the words ”like”, ”love” or ”prefer”, this food is added

45



to the list of liked foods.

Here’s an algorithmic which describes the sequence of the entire process.

Figure 4.10: Proposed approach.
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4.7 Conclusion

In this chapter, we presented in detail our food recommendation approach for cancer pa-
tients, using content based filtering RS and sentiment analysis. Our approach is inspired
by research relating to food recommendation which allows the use of several metrics for
recommendation. In the next chapter, we will proceed to explain all aspects related to the
implementation of our approach.
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5
Experiment and evaluation

5.1 Introduction

The main objective of our project is to develop a system capable of providing personalized
dietary recommendations for cancer patients, taking into account the specific nutritional
needs of patients as well as their food preferences and aversions expressed in their opinions.

In this chapter, we present and analyze the results obtained from our recommendation
model for cancer patients and the evaluation of the effectiveness of this system as well as
the definition of the metrics used.

5.2 Datasets description

Dataset: A dataset is a structured collection of data in rows and columns containing
information from multiple sources and can be of different types or of the same type, orga-
nized and stored together for analysis or processing.

A dataset can have a CSV, TSV extension, which can be imported with pandas functions
in python.

The amount of data that a dataset can contain is deferred from one to another small (a
few characteristics and 100 rows), large ((more than 1,000 characteristics and more than a
million rows), the selection of features in the dataset is very essential in creating a model
[23];[24].
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Food dataset:The USDA’s Food and Nutrient Database for Dietary Studies (FNDDS)
is an application database created for analyzing dietary intakes from What We Eat in
America (WWEIA), National Health and Nutrition Examination Survey (NHANES). It
converts food and beverage portions reported in the survey into gram amounts and deter-
mines their nutrient values.

The dataset we use in our study (FNDDS 2019-2020) contains 5,624 lines (food and bev-
erage items (4,982 foods/642 beverages)) and 11 columns as follow [20]:

• Food code: Unique identifier of the food.
• Main food description: name and main description of the food.
• WWEIA Category number: the category number to which the food belongs.
• WWEIA Category description:the name of the category to which the food belongs.
• Protein (g): the amount of protein in grams contained in this food.
• Carbohydrate (g): the amount of Carbohydrate in grams contained in this food.
• Sugars, total (g): the total amount of Sugars in grams contained in this food.
• Fiber, total dietary (g): the total amount of Fiber in grams contained in this food.
• Total Fat (g): the amount of Fat in grams contained in this food.
• Cholesterol (mg): the amount of Cholesterol in milligrams contained in this food.
• Vitamin C (mg): the amount of Vitamin C in milligrams contained in this food.

Patients’ dataset: The user dataset used for our experiments was constructed by gath-
ering information about cancer patient needs from different internet sites. The dataset
consists of user IDs and associates the needed nutrients with their rating scores. The scale
reflects the level of satisfaction expressed by each individual user towards the nutrients in
question. All entries are arranged into a CSV file, wherein the first column includes the
user ID, followed by columns with the nutrient name and then the given rating. We added
also a column that includes the review of each used toward the foods (liked and disliked
food), and a column indicating the type of cancer the patient has.

The dataset we use in our study contains 1000 lines (patients) and 10 columns represented
as follow:

• Patient Id: Unique identifier of each patient.
• Protein (g): The maximum amount of Protein that patients need depending on the type
of cancer they have.
• Carbohydrate (g): the maximum amount of Carbohydrate that patients need depending
on the type of cancer they have.
• Sugars, total (g): The maximum amount of Sugars that patients need depending on the
type of cancer they have.
• Fiber, total dietary (g): The maximum amount of Fiber, total dietary that patients need
depending on the type of cancer they have.
• Total Fat (g): The maximum amount of Total Fat that patients need depending on the
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type of cancer they have.
• Cholesterol (mg): The maximum amount of Cholesterol that patients need depending
on the type of cancer they have.
• Vitamin C (mg): The maximum amount of Vitamin C that patients need depending on
the type of cancer they have.
• Avis: patients’ opinions on foods (the foods they like or dislike).

5.3 Development environment

• Anaconda: Anaconda is a free and open source distribution of the Python and R
programming languages applied to application development, allows you to simplify the
management of packages and virtual environments. It is very popular in the field of data
science, machine learning(data processing and analysis, etc.), and software development
due to its ease of use and integrated tools [25].

Figure 5.1: Anaconda environment.

• Jupyter notebook : Jupyter Notebook is a web-based interactive development envi-
ronment for notebooks, code, and data for creating and sharing documents that contain
executable code, visualizations, and narrative text. Its flexible interface allows users to
configure and organize workflows in data science, scientific computing, computational jour-
nalism, and machine learning. A modular design invites extensions to expand and enrich
functionality [29].
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It is widely used in data science, education, and software development for its flexibility
and ease of use.

5.4 Programming language

• Python: Python is a powerful, extensible, free, structured and easy to learn program-
ming language. It has efficient high-level data structures and a simple but effective ap-
proach to object-oriented programming. Originally developed by Guido Van Rossum in
1993, it is currently the most widely used language in the world [30].

Python’s elegant syntax and dynamic typing, as well as its interpreted nature, make it
ideal for scripting and rapid application development in many domains on most platforms.

Bibliothèques de Python :
• Textblob :
TextBlob is a python library used for processing textual data and it is free and open-source.
It provides a simple API for common natural language processing (NLP) tasks such as part-
of-speech tagging, noun phrase extraction, sentiment analysis, classification, translation,
and more. TextBlob is particularly useful for explore text’s grammatical structure through
linguistic annotations and extraction feature, and allows us to determine whether the input
textual data has a positive, negative, or neutral tone [26].. . .

• Pandas :
Pandas: Acronym for Python Data Analysis Library is an open source library under the
BSD license providing high-performance, easy-to-use data structures and data analysis
tools for the Python programming language. This library was designed and developed
primarily by Wes McKinney starting in 2008. Its installation by opening the command
shell and calling the command: Pip install pandas. This allows you to easily manipulate
data tables with labels of variables and individuals, these tables are called ”DataFrames”
(stored in CSV, TSV, XSL files, etc.). We can easily read and write these dataframes from
or to a tabulated file as well as draw graphs from these DataFrames using Matplotlib [31].

• Sklearn :
Known as Scikit-learn is a Python library that provides a standard interface for implement-
ing machine learning algorithms and efficient tools for data mining and data analysis. It
supports various supervised and unsupervised learning algorithms. It includes other auxil-
iary functions that are an integral part of the ML pipeline, such as data preprocessing steps,
data resampling techniques, evaluation parameters, and search interfaces to tune/optimize
performance of an algorithm [32].

• Matplotlib:
Matplotlib is a comprehensive library used to create static, animated and interactive visu-
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alizations in Python. Matplotlib makes easy things easy and hard things possible[33].

5.5 Results and Discussion

Our research results are a list of recommended foods for every cancer patient in the dataset,
based on their nutritional needs.

This list is generated by calculating the similarity between the patient’s needs (in terms of
nutrients) and the quantity of these same nutrients in the foods in the food dataset. it is
also based on the patients’ feelings (i.e. we took into account counts patients’ opinions on
the foods they like or don’t like) to optimize the list of recommendations.

The table below provides an overview of the dietary recommendations generated by our
system for different patients with various cancer types. Each patient is identified by a
unique Id and their cancer type is specified, followed by a list of recommended foods.
These recommendations are based on an analysis of individual nutritional needs as well as
dietary preferences and feelings toward foods that are expressed by patients.

Figure 5.2: Recommandations exemple.
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5.6 Analysis of Recommendations

The dietary recommendations provided by the model show a wide variety of foods tailored
to each patient’s specific nutritional needs. Here are some key points to note:

1.Personalization of Recommendations:
− Recommended foods are personalized based on patients’ cancer type and dietary pref-
erences. For example, for a breast cancer patient, the model recommended low-fat yogurt
with fruit, which is generally considered a healthy and beneficial option.

2. Food Diversity:
− Recommendation lists include a diversity of foods t. This diversity makes it possible to
meet the different nutritional needs and dietary preferences of patients.

3. Conformity to Nutritional Needs:
− The recommended foods appear consistent with the typical nutritional needs of cancer
patient.

5.7 Evaluation

After the recommendation of foods for cancer patients, an evaluation is necessary to de-
termine the performance of the chosen approach. The model results were evaluated by
analyzing a few criteria, namely the parameters of accuracy, precision and recall. Perfor-
mance evaluation is a very necessary step to test model quality, to ensure the reliability of
model results.

Evaluation metrics: The quality of RS algorithms can be evaluated using different types
of measurement such as accuracy, precision . . . The type of metrics used depends on the
type of filtering technique.

In the following, we will define the metrics that we used to evaluate our system.
• Accuracy:

Accuracy is a metric commonly used in machine learning and statistics to evaluate the
overall performance of a model. It measures the proportion of correct predictions made by
the model among all the predictions it has made (the fraction of correct recommendations
out of the total possible recommendations)[28]. The formula for accuracy is:

Accuracy=(True Positive+True Negative) / (TP+ TN+FP+FN)
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Here is a breakdown of the components involved in this formula:

1. True Positives (TP): means the instances that were correctly predicted as positive by
the model.
2. True Negatives (TN): are the instances that were correctly predicted as negative.
3. False Positive (FP): The model predicts positive but the observation is actually nega-
tive.
4. False Negative (FN): The model predicts negative but the observation is actually posi-
tive.
Accuracy provides an overall assessment of how well a model is performing in terms of
making correctly both positive and negative predictions.

• Precision:
Precision(also known as positive predictive value) is a fundamental metric used in various
fields to evaluate the performance of constructed models. This is the ratio of correctly
predicted positive observations to the total predicted positive observations [35];[36].
Below is the formula to calculate the precision:

Precision = True Positives/False Positives + True Positives

Precision focuses on the quality of positive predictions made by the constructed model.
It quantifies the model’s ability to avoid making false positive predictions. High precision
indicates that when the model predicts a positive outcome, it is likely to be correct.

• Recall:
Recall (also called sensitivity or true positive rate)Recall measures the model’s ability to
correctly identify all relevant instances in the dataset [35];[36].
It is the ratio of correctly predicted positive observations to all the observations in the
actual class. It is calculated as follow:

Recall = True Positives / True Positives + False Negative

• F1 Score:
The F1 score is the harmonic mean of precision and recall. It gives a balanced measure of
the two metrics and is particularly useful when you need to balance precision and recall [34].

Below the formula to calculate it:

F1Score = 2Precision×Recall/Precision + Recall

The results of this metrics in our model are presented in the figure below:

◦ Accuracy= 0.99
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Figure 5.3: Evaluation metrics.

? The accuracy is very high, at 99%. This means that 99% of all predictions made by the
model (both positive and negative) are correct.
◦ Precision= 0.97
? The 97% precision indicates that of all instances classified as positive by the model, 97%
were actually positive.
◦ Recall (Sensitivity) = 0.91
? The recall of 91% means that among all the positive instances in the dataset, the model
correctly identified 91%.
◦ F1 Score= 0.94
? The F1 Score, which is the harmonic average of precision and recall, is 94%. This shows
a good balance between precision and recall.
? A high F1 Score means that the model maintains a good balance between making few
false positive and false negative errors. This makes it an ideal metric for evaluating overall
model performance when precision and recall are both important.

Therefore, the results obtained show an exceptional performance of the model with high
metrics in all aspects. By combining high precision and recall, the model demonstrates
its ability to provide precise and relevant recommendations. The figure below shows the
visualization of these metrics with python:
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Figure 5.4: Metrics visualization.

5.8 Conclusion

In this chapter, we presented the essence of our work, which consists of creating a food
recommendation system for cancer patients taking into account their emotional state to-
wards foods. We presented the results obtained by our food recommendation system for
cancer patients as well as the evaluations of the proposed approach with definitions of the
Python libraries used and the evaluation metrics.
In the following chapter, we will finish our work with a general conclusion by generally
summarizing our study.
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6
General conclusion

This dissertation serves as an investigation into the critical field of recommending nutri-
tional needs to cancer patients. Cancer, as a complex disease and one of the current leading
cause of morbidity and mortality worldwide, presents complex challenges that extend be-
yond the physiological effects of the disease itself. Malnutrition is a common issue among
cancer patients, often exacerbated by the side effects of treatments such as chemotherapy
and radiotherapy. These nutritional deficiencies can have a significant impact treatment
outcomes and patients’ quality of life. Thus, a personalized diet, which considers the
patient’s emotional state and dietary preferences and needs, can greatly enhance the effec-
tiveness of cancer treatment.

The main aim of this work is to provide a healthy and nutritious meal suggestions
for cancer patients. Therefore, a hybrid food recommendation system which takes into
account the patient nutrient needs and his sentiments toward some foods is proposed. The
approach consisted of a content-based system that filtered the recipes according to user
needs and returned a set of recipes, a supervised Machine Learning (Random Forest Classi-
fier) for predicting whether a food is recommended for a patient, incorporating nutritional
needs, sentiment scores and a rule-based sentiment analysis approach which consists on
identifying sentiment from text reviews based on keyword presence to determine disliked
and liked foods.

Due to the limited knowledge sources, the proposed approach may still be incomplete
and inaccurate. Thus, our future perspectives are to improve our approach by consider-
ing more information about the users such as the impacts of different cancer stages and
and on diet recommendation as well as using a large food dataset in order to improve the
performance of the system. This will help to provide users with more comprehensive and
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healthier recipe recommendations tailored to their needs.

Carrying out this work allowed us to further enrich our capabilities, and to better
understand the functioning and importance of recommendation systems. Through this
study we were able to learn multiple pieces of knowledge. Thus, we consider this work the
interesting start of our future challenges.
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